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Abstract	
With	 the	wide	 application	 of	 irregular	 text	 in	different	 scenes,	 text	 extrac‐tion	 from	
natural	scene	images	has	become	a	research	hotspot	in	com‐puter	vision	in	recent	years.	
Irregular	text	is	text	that	is	bent,	deformed,	or	viewed	sideways.	Although	the	research	
on	Optical	 Character	Recogni‐tion	 (OCR)	has	matured	 in	 recent	 years,	 it	 still	 cannot	
recognize	 irregular	 scene	 text	well.	 Therefore,	 this	 paper	 proposes	 a	 deep	 learning	
neural	network	MSFARN	(Multi‐scale	Feature	Fusion	Attention	Recognition	Network)	for	
text	 recognition	 in	 irregular	 scenes.	 The	 network	 includes	 two	 parts:	 rectification	
network	and	recognition	network.	The	purpose	of	rectification	is	to	rectify	the	irregular	
text	in	the	input	image	through	the	multi‐scale	feature	fusion	network,	and	then	send	it	
to	the	attention‐based	recognition	network	for	recognition	and	output	predicted	charac‐
ters.	The	network	is	trained	in	a	weakly	supervised	form,	requiring	only	images	and	text	
ground‐truth	labels.	It	achieves	excellent	performance	on	public	datasets	such	as	SVT‐
Perspective,CUTE80	and	ICDAR2015.	
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1. Introduction 

In recent years, due to the increasing use of text in natural images, scene text recognition has gradually 
become a research hotspot in academia and industry. Scene text is also practically used in traffic sign 
recognition Bulan et al (2017), driverless cars Zhu et al (2016), product packaging recognition and 
image search Jegou et al (2008) and other fields, which makes scene text recognition an open and 
challenging research topic. 

 

 

 

 
(a) (b)          (c) 

Fig 1. Examples of regular and irregular scene text. Where (a) is regular text, (b),(c) are irregular text 

 

Nowadays, regular text recognition Shi et al (2016a); Su and Lu (2017); Wang et al (2012) has 
achieved excellent results. In addition, methods based on convolutional neural networks Wang et al 
(2012); Bissacco et al (2013); Jaderberg et al (2016)have been widely used. Many researchers have 
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introduced recurrent neural networks Shi et al (2016a); He et al (2016) and attention mechanisms Liu 
et al (2016); Cheng et al (2017, 2018); Li et al (2019); Lee et al (2020) into recognition models to 
produce better performance. However, most of the current models are not stable enough to deal with 
various disturbance factors in natural images in time. Therefore, recognizing irregular text with 
various shapes or distorted fonts in images will be a major challenge. As shown in Figure 1, the 
irregular scene text contains various perspective or curved characters, which are still difficult to 
identify. 

Therefore, this paper proposes a multi-scale feature fusion attention recog-nition network MSFARN, 
which can read rotated or curved or low-resolution irregular characters in scene text. MSFARN 
consists of a multi-scale feature fusion network (MSFN) for rectifying text in images and an attention-
based recognition network (ARN) for recognizing rectified text. The recognition task consists of two 
parts. First, MSFN is used as a spatial transformer to rectify the irregular text in the image. As shown 
in Figure 2, the inclined and curved text in the image becomes regular and easier to read after 
rectification. Second, the rectified image is entered into the ARN to output the predicted characters. 

 
Fig 2. Overview of MSFARN 

The current text rectification uses a multi-scale feature fusion network to rectify irregular text. The 
training of MSFN is guided by the ARN, only text labels are required, and the MSFN is trained in a 
weakly supervised form. The overall process of MSFN is shown in Figure 3 below. Since each pixel 
in the image has its own position coordinates, a coordinate is initialized first, MSFN learns the offset 
position through training, and then samples its pixel values to rectify the image. Finally, the rectified 
image is sent to ARN for recognition. Since there are many curved, inclined or blurred texts in 
irregular text images, in the training network of MSFN, this paper focuses on the multi-scale feature 
module method to increase the different scales of the extracted features, and fuse them to obtain more 
features, which is convenient for feature extraction of more complex irregular characters. In the 
recognition network, a method that integrates the channel attention mechanism and the spatial 
attention mechanism is adopted to obtain the precise alignment between the feature region and the 
target. Due to the enhanced attention, ARN is more robust to the variation of context. In summary, 
the research contributions of this paper are as follows: 

This paper proposes the MSFARN framework to recognize irregular scene text. The framework is 
trained in a weakly supervised form, only text labels are provided, and no extensive annotations are 
required. The framework contains two processes of rectification and recognition. 

This paper proposes a multi-scale feature fusion network MSFN for rectify-ing irregular scene text. 
The network uses a multi-scale feature module to extract multi-directional information and fuses it 
into the recognition net-work. Irregular text images rectified with MSFN are easier for subsequent 
recognition. 

This paper proposes an attention-based recognition network ARN to recog-nize irregular texts. This 
mechanism combines channel attention and spatial attention, effectively concentrating computing 
power on the most mean-ingful and informative parts, and significantly improving the recognition 
performance. 
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2. Related Work 

2.1 Text Recognition 

In recent years, due to the rapid development of neural networks Zhu et al (2016); Shi et al (2016a); 
He et al (2016); Ma et al (2017); Santos et al (2021), the ability of regular text recognition has been 
greatly improved. ReferencesYe and Doermann (2014); Zhu et al (2016) reviews the detection and 
recognition of scene text in recent years. Relative to hand-crafted features such as connected 
components Neumann and Matas (2012), semi-Markov conditional random fields Seok and Kim 
(2015), and generative shape models Lou et al (2016), etc., features extracted by neural networks 
have dominated. For example, Yin et al. Yin et al (2017) proposed methods for unconstrained 
recognition based on neural network structure.Lee et al. Lee et al (2020) proposed a method for 2D 
attention. 

With the wide application of RNN(Recurrent Neural Network), methods based on the combination 
of CNN(Convolutional Neural Network) and RNN can better extract text information. The 
CRNN(Convolutional Recurrent Neu-ral Network) proposed by Shi et al. Shi et al (2016a) used CNN 
to extract the features in the pictures, and then sent them to the RNN for sequence predic-tion, and 
finally obtained the final result through the translation of the CTC loss function. CRNN transformed 
the text recognition problem into a sequence learning problem, and the recognition performance was 
significantly improved. Furthermore, the attention-based recursive recurrent neural network proposed 
by Liu et al. Liu et al (2016) paid more attention to information-rich regions for good text recognition 
performance. Ye et al. Ye and Doermann (2014) proposed a two-dimensional attention mechanism. 
These methods first encode the input image into a sequence representation, and then output 
predictions through a decoder, which usually consists of two techniques: the connectionist temporal 
classification (CTC) Shi et al (2016a); He et al (2016) and attention mechanism Lee and Osindero 
(2016); Cheng et al (2017). However, attention methods may lead to inconsistent sequence and target 
text mappings. To solve the problem of attention drift,Cheng et al. Cheng et al (2017) used Focused 
Attention Network (FAN) to deal with the problem of attention mechanism transfer and achieve more 
accurate localization. After this, CNN and RNN were integrated for text recognition, such as Shi et 
al. Shi et al (2016a) and He et al. He et al (2016) extended this field with gated recurrent CNN. Later, 
Lee et al. Lee et al (2020) used the method of self-attention to recognize text. Li et al. Li et al (2022) 
also used the dual relation module to extract text features. 

The approach we propose is an attention-based sequence-to-sequence model Bahdanau et al (2014); 
Chorowski et al (2015). This model was originally proposed for machine translation and speech 
recognition, predicts an output sequence from an input sequence. This work further extends the 
bidirectional decoder. 

2.2 Text Rectification 

In recent years, irregular texts exist in more and more images, and the curved, slanted and blurred 
texts limit people’s ability to recognize texts, which makes it more difficult to recognize irregular 
texts. Researchers have proposed some methods to solve irregular text recognition. One is a bottom-
up approach Yang et al (2017); Cheng et al (2018), which searches for the position of each charac-
ter and then concatenates them together. For example, Yang et al. Yang et al (2017) proposed a two-
dimensional attention mechanism to address irregular text. Based on character-level annotations, the 
model can accurately extract text characters while ignoring redundant background. Li et al. Li et al 
(2019) utilized a simpler 2D attention mechanism and achieved better performance without character-
level annotations. 

The other is a top-down approach Liu et al (2016); Shi et al (2016b), which recognizes text directly 
from the input image without detecting and recogniz-ing individual characters, reducing the 
recognition difficulty. For example, Liu et al. Liu et al (2016) transformed rotated irregular text into 
regular, easily recognizable text by using an affine transformation network. Later, the ResNet network 
gradually entered people’s field of vision. This network can not only use forward propagation to 
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obtain feature reuse, but also alleviate the prob-lem of gradient signal disappearance during backward 
propagation, making it easier to extract image features. But the deeper the network, the longer the 
training time and the more difficult the training. Later, Jaderberg et al. Jaderberg et al (2014a) utilized 
the CNN-RNN framework to encode the input image into four orientations, and designed an 
orientation attention mecha-nism to ablate these four directional features, which can represent scene 
text in arbitrary orientations. Later, Li et al. Li et al (2021) proposed a method for character-aware 
sampling and correction for scene text recognition. Wu et al. Wu et al (2022) proposed a two-level 
rectified attention network for scene text recognition to recognize irregular text. Although this method 
can rectify irregular characters in any direction to a certain extent, most scene characters in the real 
world will be affected by illumination and blur. At this time, it is particularly important to be able to 
accurately extract these irregular features and recognize them completely. Therefore, we propose a 
multi-scale feature fusion attention recognition network to recognize irregular scene text, which is 
not only effective for distorted, slanted text, but also can better recognize low-resolution scene text. 

3. Methodology 

The MSFARN proposed in this paper adopts a top-down approach and consists of two parts. One is 
MSFN, which trains the irregular text dataset in a weakly supervised form to learn the offsets of parts 
in irregular text images. The rectified image position is obtained from these offsets. The other is ARN, 
a CNN and CTC framework followed by an attention-mechanism decoder that finally predicts the 
characters in the image. 

  
Fig 3. The overall process of MSFN 

3.1 Multi-scale Feature Fusion Network 

Commonly used rectification modes such as affine transformation methods are affected by factors 
other than rotation, translation and scaling. However, irreg-ular scene text can also be influenced by 
lighting, blurring or deformation. This makes recognition more difficult. Another approach is to 
utilize deformable convolution kernels in deformable convolutional neural networks to extract 
informative features. Although the above methods are used, the network is still failed to converge, 
and the recognition of irregular characters is greatly challenged. Therefore, this paper will further 
improve the accuracy and com-pleteness of recognition based on the ideas of rectification. As shown 
in Figure 3, the MSFN network structure can rectify the distorted image. 

Since MSFN only predicts the position offset of characters, a pooling layer is firstly placed to reduce 
noise.The overall process of MSFN is shown in the Figure 3. MSFN first divides the input image with 
the input size of 32×100 into 3×11 parts and calculates the offset of each part. For faster convergence, 
use the Tanh() activation function and get values in the range (-1,1). The offset image consists of two 
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parts, the x-coordinate and the y-coordinate, and then the size of the offset image is smoothly modified 
to 32×100 using bilinear interpolation, which is consistent with the input image size. 

3.2 Multi-scale Feature Module 

As mentioned above, most of the recognition networks are based on the superposition and connection 
of multiple convolutional layers to form a deep convolutional neural network, which is then used to 
extract features from regular or irregular text images, and provide feature information of dif-ferent 
dimensions for recognition in subsequent networks.The stability and effectiveness of the extracted 
features directly determine the performance of recognition. However, it is more difficult to extract 
irregular text features than regular text. Including: edge feature, transformation feature, penetra-tion 
feature, grid feature, feature point feature, direction line feature and other features extraction. Based 
on the feature extraction network proposed in the past, this paper further improves the breadth and 
dimension of feature extraction. First, the network structure is changed from multiple convo-lutional 
neural networks in series to multiple parallel convolutional neural networks with multi-layer 
convolutional layers for feature extraction. The specific convolutional neural network structure is 
shown in Figure 4. 

Secondly, In the original convolution layer, we can only use a fixed-size convolution kernel, now, we 
can use different size convolution kernels in differ-ent parallel networks for feature extraction. This 
parallel convolutional neural network structure is called is a multi-scale feature module. In this block, 
the number of channels is first reduced by 1×1 convolution to aggregate the infor-mation, so as to 
prevent some important features from being lost with the deepening of feature extraction during the 
convolution process. Then we use two parallel convolutional structures with a depth of 2 for feature 
extraction at different scales. Among them, using a 3×3 convolution kernel can better extract text 
features with smaller height and width in irregular text images, the edge features and feature point 
information of small text can be more fully extracted, and will not be ignored with the deepening of 
the convolution oper-ation. The purpose of using a 5×5 convolution kernel is to obtain richer spatial 
information, grid features and other features when extracting features from larger irregular texts. At 
the same time, 1×1 convolution is added in front of 3×3 convolution and 5×5 convolution, and after 
3×3 pooling, which can aggregate information and effectively reduce the amount of parameters. In 
this way, In this way, each layer in the network can learn features with different characters, which 
increases the width of the network and the applicability of the network to scale. Finally, the nonlinear 
properties are obtained by stack-ing each multi-scale feature module and then fusing the features 
extracted by the parallel network in each block,which provides a more stable and efficient feature of 
irregular text for the rectifying part. 

First, the position coordinates of the original pixels in the input image are set as a base grid, which is 
represented by x and y. This base grid normalizes the coordinates of each pixel to [-1, 1]. The 
coordinates of the upper left corner are (-1, -1), and the coordinates of the lower right corner are (1, 
1). Sum the original offset and base grid as follows, 

 

offset′ = offset(c,i,j) + basic(c,i,j), c = 1, 2                     (1) 
 

 
where (i, j) represents the position coordinates of the i-th row and j-th column in the grid. c=1, 2 
represent the x-coordinate and y-coordinate, respectively. 

Before sampling, the x- and y-coordinates on the offset image are first normalized to [0,W][0,H], 
where H×W is the size of the input image. The pixel values of the rectified image I′ are as follows: 

where I is the input image, i′ and j′ represent the values of c=1 and 2 in the above, and both are real 
numbers. Sample rectified image I′ using bilinear interpolation. Since equation (2) is differentiable, 
MSFN can backpropagate gradients.The training algorithm for MSFN is as follows Algorithm 1: 
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Fig 4. Multi-scale feature fusion convolutional neural network 

                             (2) 

                               (3) 

 

3.3 Networks based on Attention Recognition 

As shown in Figure 5, ARN is mainly composed of CNN-BLSTM-GRU frame-work. The encoder 
adopts the CNN-BLSTM framework. The decoder converts the feature sequence of the previous 
encoder into a character sequence. The decoder adopts the “focusing model” Bahdanau et al (2014), 
which is a one-way recurrent neural network, the maximum number of steps generated is T, and the 
output label is a letter or a special symbol “End-Of-Sequence” (EOS ), used as a prompt message at 
the end of the sequence. 

Specifically, at step t, the focus model calculates the attention weight, and this weight is denoted by 
αt,i: 

L 

iX 

αt,i = exp(et,i)/(exp(et,i′ ))                                    (4) 

′ =1 

et,i = tanh(URT−1  + VsI  + b)                         (5) 

 

where U , V are trainable weight vectors. The focus weights represent the importance of each item in 
the encoder sequence over the previous item. At this point, the focus vector Wt can be calculated: 

ypre = Embedding(yt−1)                            (6) 

L 

Wt = X (αt,i, si) 

i=1                                               (7) 

Where si denotes the sequence feature vector and L denotes the feature map size. while ypre refers to 
the embedding vector of the output yt−1 of the previous time period. Rt is specified as the hidden layer 
state at time step t. Instead, Rt is updated by the GRU and Rt is calculated as follows: 

Rt = GRU (ypre, Wt, Rt−1)                             (8) 
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Table 1. Algorithm 1 MSFN training algorithm 

  
At this time, when the time step is t, the output result yt is: 

yt = Sof t max(θoRT  + bo)                             (9) 

where θo , bo are trainable parameters. 

3.4 Attention Block  

 
Fig 5. Detailed structure of ARN 
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After rectifying the irregular text by the rectification network MSFN, the dif-ficulty of the recognition 
part is reduced, but the information extracted by the deep convolutional neural network is rich and 
diverse, ordinary attention mechanism models cannot accurately align feature regions with target 
regions due to the complexity and low resolution of images.In order to focus on the information that 
is more critical to the current task in the redundant feature information , reduce the attention to other 
information and improve the accu-racy of recognition, so as to introduce an attention mechanism 
based on the combination of channel attention and spatial attention, which can solve the problem of 
information overload and improve the efficiency and accuracy of task processing. 

The Channel Attention Module is to compress the feature map in the spa-tial dimension to obtain a 
one-dimensional vector and then operate. When compressing in the spatial dimension,we have to 
consider not only Average Pooling, but also Max Pooling. The Spatial Attention Module compresses 
the channel, and performs Average pooling and Max pooling respectively in the channel dimension. 
Average pooling and Max pooling can be used to aggre-gate the spatial information of the feature 
map, send it to a shared network, compress the spatial dimension of the input feature map, and sum 
and merge element-wise to generate a channel attention map, thereby improving the accu-racy of 
recognition. The detailed attention mechanism block is shown in Figure 6, As can be seen from the 
figure, ARN integrates the channel attention mech-anism and the spatial attention mechanism. Given 
a feature map F RC×H×W as input, The attention mechanism will in turn derive a one-dimensional chan-
nel attention map Mc RC×1×1 and a two-dimensional spatial attention map Ms R1×H×W , The complete 
attention process is as follows: 

F′ = McF   F 

F′′ =MsF′    F′                                                        (10) 
 
Where represents element-wise multiplication. 

First, set the average pooling and max pooling to aggregate the spa-tial information of the feature 
map and obtain Fc

A and Fc
M to represent the average pooling feature and the max pooling feature, 

respectively. These two features are then forwarded into a shared network consisting of a multi-layer 
perceptron (MLP) and a hidden layer to generate Mc . Briefly, channel attention is calculated as 
follows: 

Mc(F) = σ(MLP(AvgPool(F )) + MLP(MaxPool(F ))) 

= σ(W1(W0(Fc
A)) + W1(W0(Fc

M)))                        (11) 
 
where σ represents the sigmoid function,where W0 RC/r×C ,W1 RC×C/r ,The two weights W0 , W1 of the 
MLP are shared for both inputs, and W0 after the ReLU activation function. 
 
Similarly, use F s

A R1×H×W ,F sM R1× H×W to represent the average-pooled and max-pooled features 
over channels and generate spatial attention: 

Ms(F ) = σ(f 7×7([AvgP ool(F ); M axP ool(F )])) 

= σ(f 7×7([F s
A; F s

M ]))                               (12) 

 

where f 7×7 is the convolution operation with a filter size of 7 × 7. 

 
Fig 6. Attention mechanism module of ARN 
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MSFARN also achieves good results on irregular text datasets such as SVTP, CUTE80 and IC15. As 
shown in Table 8, MSFARN achieves better results. 

In the SVTP dataset, most of the text images are perspective text with extremely low resolution. 
Whereas our method outperforms other methods with a 50-word lexicon and a combined dictionary 
of full images. 

The CUTE80 dataset contains most of the curved texts, and the MSFARN method can rectify most 
of the curved texts in CUTE80 and can correctly recognize them. Therefore, it is robust enough to 
rectify image text with small bending angles. 

Most of the pictures in the IC15 dataset are dim and blurry, and there are even some vertical text 
images, which are more difficult to identify. It can be seen from the table that the recognition accuracy 
of this method on this dataset only reached 71.8%, but it is still the highest. Therefore, this method 
outperforms other methods even on the IC15 dataset with greater difficulty. 

Table 7 Results on the regular scene text datasets. Note: “50” and “1k” are lexicon sizes. “Full” 
indicates the combined lexicon of all images in the benchmarks. “None” means lexicon-free.“-” 
indicates that the method cannot be applied to recognition without a lexicon, or that the recognition 
accuracy cannot be reported without constraints 

Table 8 Results on the irregular scene text datasets. Note: “50” and “1k” are lexicon sizes. “Full” 
indicates the combined lexicon of all images in the benchmarks. “None” means lexicon-free.“-” 
indicates that the method cannot be applied to recognition without a lexicon, or that the recognition 
accuracy cannot be reported without constraints  

 
Table 8. Results on the irregular scene text datasets 

  SVT-Perspective   CUTE80 IC15

       

Method 50 Full None  None None

      

ABBYY et al. Wang et al (2011) 40.5 26.1 - - - 

Mishra et al. Mishra et al (2012) 45.7 24.7 - - - 

Wang et al. Wang et al (2012) 40.2 32.4 - - - 

Phan et al. Phan et al (2013) 75.6 67.0 - - - 

Shi et al. Shi et al (2016b) 91.2 77.4 71.8 59.2 - 

Yang et al. Yang et al (2017) 93.0 80.2 75.8 69.3 - 

Liu et al. Liu et al (2016) 94.3 83.6 73.5 - - 

Cheng et al. Cheng et al (2017) 92.6 81.6 71.5 63.9 66.2

Shi et al. Shi et al (2018) - - 68.9 75.4 67.4

Ours 94.6 84.1 73.8 75.6 71.8

       

4.8 Limitations of MSFARN 

Although MSFARN achieves good results on regular text datasets and irreg-ular text datasets, a 
problem is found in this paper during a large number of experiments. From Table 8, it is found that 
the MSFARN method does not achieve the highest recognition accuracy on lexicon-free in the SVT-
Perspective dataset, but the method proposed by Yang et al.Yang et al (2017) achieves the highest 
accuracy. Analysis of the reasons is mainly due to the attention mech-anism proposed by Yang et al. 



International	Core	Journal	of	Engineering	 Volume	9	Issue	5,	2023
ISSN:	2414‐1895 DOI:	10.6919/ICJE.202305_9(5).0054

	

437 

focuses on visually distorted or over-curved irregular texts, At the same time, this paper finds in 
practical tests that when the curved angle of the text in the image is too large, the method cannot cor-
rectly predict the text, which affects the final result. Figure 9 below shows the recognition results of 
some overly curved image texts. 

Moreover, the MSFARN proposed in this paper is more aimed at the irregu-lar scene text in the 
horizontal direction, and most of the images in the dataset are obtained after cropping. Therefore, in 
the next stage, we will start with the vertical text and the addition of a text detector to frame the text 
in the scene. In conclusion, scene text recognition is still a very challenging problem. 

 
Fig 9. Effect of different curve angles in scene text 

5. Conclusion 

In this paper, we propose a multi-scale feature fusion attention recognition network (MSFARN) for 
text recognition in irregular scenes. The proposed framework consists of two parts, rectification and 
recognition. The rectification part uses the multi-scale feature fusion network MSFN, the purpose is 
to rec-tify the irregular (such as bending,deformation, blur) texts, convert them into the images with 
better readability, and then use the attention-based recogni-tion network ARN for recognition to 
obtain Final result. This paper conducts multiple experiments on a large number of regular and 
irregular text datasets (including IIIT5K, ICDAR2003, ICDAR2013, ICDAR2015, SVT-Perspective 
and CUTE80, etc.), all of which shows excellent performance, proving the superiority of the proposed 
MSFARN framework. 

In the future, we will focus on text detection and recognition in more complex scenes. At the same 
time, the research of scene text in any direction and any font type is also very meaningful. In the next 
stage, more in-depth research on these aspects will be carried out. 
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