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Abstract	
Lead‐acid	battery	is	widely	used	because	of	its	reliable	safety.	The	state	of	charge	(SOC)	
of	 the	 battery	 is	 the	most	 direct	 reflection	 of	 the	 battery's	 use	 status.	 Its	 accurate	
estimation	 helps	 users	 to	 formulate	 a	 reasonable	 battery	 management	 plan	 and	
maximize	the	safe	use	of	the	battery.	In	this	paper,	a	data‐driven	method	is	proposed	to	
predict	the	SOC	of	the	battery.	The	real‐time	online	data	of	the	lead‐acid	battery	cloud	
data	management	 system	 of	 a	 technology	 limited	 company	 is	 used,	 and	 the	 isolated	
forest	algorithm	is	used	to	deal	with	the	abnormal	data.	It	is	proposed	to	build	a	deep	
learning	model	combining	the	set	empirical	mode	decomposition	(EEMD)	and	the	short‐
term	memory	neural	network	(LSTM),	and	compare	with	various	models.	At	the	same	
time,	 this	paper	uses	 the	EEMD	algorithm	 to	decompose	 the	 time	 series	 into	 several	
subsequences,	which	enlarges	the	details	of	the	time	series	data,	making	the	fluctuation	
of	the	subsequences	more	stable	than	the	original	sequence,	and	solving	the	prediction	
lag	problem	of	LSTM	network.	Through	experimental	analysis,	the	EEMD‐LSTM	model	
used	in	this	paper	has	the	best	prediction	effect	and	the	highest	prediction	accuracy.	

Keywords	
Lead	 Acid	 Battery;	 EEMD;	 Long‐term	 and	 Short‐term	Memory	 Network	 (LSTM);	 Life	
Prediction;	Neural	Network.	

 

1. Introduction 

Lead-acid battery is a very important power battery. It is currently widely used in various fields such 
as communication, power, power, energy storage and emergency.] Especially in the field of 
automobile starting, lead-acid battery is almost the existence of the strong, while the new energy 
battery led by lithium battery has a long way to go. Lead-acid battery has mature production 
technology, high reliability and safety, and plays an important role in all aspects of economic and 
social development due to its low production cost and strong environmental applicability. [1-3] As a 
secondary battery, lead-acid battery, such as charging current, voltage, time and other factors will 
affect the state of charge (SOC) in the process of use. Therefore, it is of great significance for people 
to accurately predict the SOC of lead-acid battery for rational use of lead-acid battery. 

In recent years, with the development of artificial intelligence, a large number of researches have 
been carried out on the SOC prediction of batteries at home and abroad [4-6], and the research objects 
are mostly lithium batteries, while the research on lead-acid batteries is less. The prediction methods 
of battery SOC mainly include physical model and neural network algorithm model [7-9]. Among 
them, the prediction process of the physical modeling method is complex, and it is difficult to consider 
the influencing factors fully, resulting in the prediction results are often not accurate enough, and the 
error is large, while the artificial intelligence network is like a "black box", which can be predicted 
only by inputting data into the network model, and the prediction accuracy is high. 
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LSTM neural network is a kind of neural network with memory ability [11]. In recent years, LSTM 
neural network has received extensive attention in data prediction. At present, there are few cases of 
using LSTM model to predict lead-acid batteries, and there is a common problem, that is, there is a 
certain delay in the prediction of SOC, which is intuitively represented by the translation dislocation 
on the image, and the predicted value is always slightly slower than the true value. The fundamental 
reason is that LSTM network can not accurately detect the fluctuation of the time series, so that the 
prediction results of the previous time may be reflected at this time. In this paper, we introduce the 
Ensemble Empirical Mode Decomposition (EEMD) algorithm, which fundamentally solves this 
problem. By decomposing a time series into several subsequences, we can better make the fluctuation 
of subsequences more stable than the original series, obtain the fluctuation of time series, and enlarge 
the details of time series, This makes the prediction of each LSTM network sub-model more accurate 
and solves the delay of LSTM network itself. LSTM neural network is a kind of neural network with 
memory ability [10]. In recent years, LSTM neural network has received extensive attention in data 
prediction. At present, there are few cases of using LSTM model to predict lead-acid batteries, and 
there is a common problem, that is, there is a certain delay in the prediction of SOC, which is 
intuitively represented by the translation dislocation on the image, and the predicted value is always 
slightly slower than the true value. The fundamental reason is that LSTM network can not accurately 
detect the fluctuation of the time series, so that the prediction results of the previous time may be 
reflected at this time. In this paper, we introduce the Ensemble Empirical Mode Decomposition 
(EEMD) algorithm, which fundamentally solves this problem. By decomposing a time series into 
several subsequences, we can better make the fluctuation of subsequences more stable than the 
original series, obtain the fluctuation of time series, and enlarge the details of time series, This makes 
the prediction of each LSTM network sub-model more accurate and solves the delay of LSTM 
network itself.  

2. Theoretical Basis 

2.1 EEMD Method 

In 1998, the EMD method, N.E. Huang, proposed a new analytical and processing method for 
nonlinear signals, empirical mode decomposition (EMD). [11,12] This method is often suitable for 
analyzing some nonlinear and non-stationary signals. In order to solve the modal mixing problem, 
Huang E et al. proposed the Ensemble Empirical Mode Decomposition (EEMD), which adds white 
Gaussian noise satisfying Gaussian distribution to the original signal [13] Then decompose the EMD 
and repeat the operation until the final result is obtained. Because EEMD not only preserves the 
decomposition effect of EMD for linear and non-stationary time series data, but also solves the 
problem of modal aliasing, it has been gradually used in time series in recent years 

2.2 Isolation Forest  

Isolated forest is a model for detecting outliers in the category of unsupervised learning. It was jointly 
completed by two professors Fei Tony Liu, Kai Ming Ting and Professor Zhou Zhihua of Nanjing 
University [14,15]. Just as random forest is composed of a large number of decision trees, iForest 
forest is also composed of a large number of trees. The tree in iForest is called the isolation tree, 
which tests every iTree in the iForest. Randomly select points from the training data as sub-samples 
and put them into the root node of an isolated tree; Randomly specify a dimension, and within the 
current node data range, randomly generate a cutting point P The cutting point is generated between 
the maximum and minimum values of the specified dimension in the current node data; The selection 
of this cutting point generates a hyperplane, which divides the data space of the current node into two 
subspaces: the points less than the currently selected dimension are placed in the left branch of the 
current node, and the points greater than or equal to P are placed in the right branch of the current 
node; Recursive steps continue to construct new leaf nodes until there is only one data on the leaf 
node (cutting cannot continue) or the tree has grown to the set height.  
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When the score is to 1, the more likely it is to be an outlier; And if the score is lower than 0.5, it can 
be basically determined as normal data; 

3. LSTM Neural Network 

LSTM neural network is a variant of RNN neural network. The unit state of LSTM will determine 
which states should be left and which states should be forgotten. At the same time, LSTM can realize 
the encoding and decoding of time series data. Its design solves the problem of long-time sequence. 
This method can remember the historical information with very long-time interval.  

 
Fig 1. Schematic diagram of LSTM 

 

There are three kinds of protection and control of cell state: forgetting gate, input gate and output gate. 
[16] This "gate" acts on cells to form the hidden layer of LSTM model. The input gate controls the 
strength of the new input to the memory cell, the forgotten gate controls the strength of the memory 
cell to maintain the previous time value, and the output gate controls the strength of the output 
memory cell. The schematic diagram of LSTM is shown in Fig 1. The specific calculation formula 
of LSTM is as follows: 
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4. EEMD-LSTM Model 

In this paper, an EEMD-LSTM model is proposed to predict the SOC of lead-acid batteries. The 
specific process is shown in Figure 2. Firstly, the real-time online data of the lead-acid battery pack 
cloud data management system of a technology limited company is used, and then the data processing 
is carried out, including data outlier detection. Then, the set empirical mode decomposition model 
(EEMD) is used for processing, and the complex time series is decomposed into a series of signal 
IMF with local characteristics and corresponding residual value (Res). For the selected IMF 
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subsequences, an appropriate LSTM sub-prediction model is established for each subsequence. 
Finally, the prediction value obtained from LSTM model of subsequence is superimposed. Thus, the 
final prediction result is the sum of the prediction results of each IMF component. The essence of the 
prediction model in this paper is to decompose the original time series data by the EEMD method to 
obtain IMF components that are easy to analyze, and then model, process and predict each component 
separately. The purpose is to obtain more data features, fully mine the potential information in the 
data, and improve the prediction of lead acid battery SOC. 

 

 
Fig 2. EEMD-LSTM Model Flow Chart 

5. Enperiment and Analysis 

The source of the data in this paper is the real-time online data of the cloud data management system 
of the lead-acid battery pack of a technology limited company. A total of 2106 pieces of data were 
collected in 2021. The data are monitored every hour. There are three characteristic variables, namely, 
the voltage, temperature and SOC of the lead-acid battery. The change of each characteristic variable 
can be seen intuitively. 

The isolated forest algorithm is not based on distance and density to judge anomalies. It is 
characterized by small amount of computation, natural distributed training and computation, and is 
very suitable for massive data scenarios, so it is very suitable for anomaly detection of lead-acid 
battery time series.A total of about thirty data outliers are found. For the case of abnormal detection, 
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because the data before and after the change is relatively large, the method of outlier elimination is 
adopted. 

5.1 Evaluating Indicator 

There are many evaluation methods for evaluating the good or bad of a model. In order to ensure the 
accuracy and efficiency of the model, the statistical indicators selected in this paper include RMSE 
(Root Mean Square Error), MAE (Mean Absolute Error), MAPE (Mean Absolute Percentage Error), 
and the coefficient of determination R2. The formula is as follows: 
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is the actual value of the state of charge of the lead-acid battery,
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5.2 Experimental Result 

In this laboratory, the training set and verification set are divided by 85%: 15%.The most critical part 
is parameter setting. On this basis, in order to further improve the prediction accuracy and accuracy 
of the model, the model test was carried out to find the optimal n, that is, the data of the N+1 day was 
predicted with the SOC data of the lead-acid battery in the past n days:Therefore, this paper sets the 
predicted N as and converges to the minimum value. When considering RMSE and MAPE. When 
N=6, it has the best prediction effect and the smallest error. 

 
Fig 3. Breakdown of SOC through EEMD 

 

The state of charge data of lead-acid batteries are processed by EEMD, as shown in Figure 3. After 
decomposition of 8 eigenmode functions and a Res, Res is the representation of the overall trend of 



International	Core	Journal	of	Engineering	 Volume	9	Issue	4,	2023
ISSN:	2414‐1895 DOI:	10.6919/ICJE.202304_9(4).0028

	

210 

the curve. The comparison model of the experiment is the original LSTM model and the EEMD-
LSTM model. The lead acid battery data is processed by the LSTM model. The predicted SOC results 
of the EEMD-LSTM model are shown in Figure 3, 4. 5. 

 
 

Fig 4. Prediction effect of LSTM model 

 
Fig 5. Prediction effect of EEMD-LSTM model 

 

As shown in the figure, lead-acid battery data is best predicted by EEMD-LSTM model, and the 
evaluation indicators are shown in Table 1 below. 

 

Table 1. Evaluation indicators of each model 

Numble RMSE MAE MAPE 2R  

LSTM 0.7475 0.5684 1.3452 0.4536 

EEMD-LSTM 0.5390 0.3564 0.3710 0.9539 

Acknowledgments 

This paper proposes a method to predict the SOC of lead-acid batteries by combining the set empirical 
mode decomposition and short-term memory network. It can be seen that the predicted value obtained 
by the improved EEMD-LSTM model is very consistent with the real data, especially in the case of 
sudden changes in the time series, the prediction data with smaller error can be obtained, and the 
original LSTM model can also better predict the trend of the real value. For the prediction research 
of lead-acid battery using LSTM, there will be a certain delay problem. After introducing EEMD 
algorithm to improve LSTM network, the delay of LSTM itself has been improved, and the prediction 
performance is more accurate. 
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