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Abstract 

Robot technology is becoming more and more influential in people's life. Robot 
positioning and acquiring surrounding information and building maps are important 
parts of the research and development of robot technology. This paper first introduces 
the development of the positioning and built figure technology background, then the 
laser radar sensor and its working principle, tells the story of the laser radar since 
movement distortion causes and solutions, and finally describes the acquisition of laser 
radar point cloud data processing method including segmentation of point cloud and 
almost to remove, Clustering method after point cloud data segmentation and matching 
method of two continuous point cloud frames based on point line matching. 
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1. Introduction 

In recent years, with the development of artificial intelligence technology, robot technology has also 

achieved rapid development. Robot technology has been applied in various fields, and the 

development of robot technology has brought great convenience to people's life. The simultaneous 

positioning and mapping technology is the premise of the development of robot technology. Before 

the robot needs to complete navigation and obstacle avoidance tasks, the robot first needs to complete 

its own positioning and establish a map of the surrounding environment in a way that the robot can 

recognize. 

Using laser radar to complete robot localization and built figure is the orientation and at the same 

time build a hot direction of the graph problem, laser radar by patch cloud data passed to the location 

and at the same time build graph algorithm for continuous laser radar position estimation between 

frames, get laser radar posture change between consecutive frames, the initial position to the laser 

radar movement map is established with the origin of coordinates. The point line matching method is 

an excellent method of lidar point cloud frame matching, so this paper describes the simultaneous 

positioning and mapping algorithm based on the point line matching method. 

2. Lidar Model 

2.1 Introduction to Lidar 

As a kind of high-precision sensor, lidar is widely used in robot, unmanned driving and other 

scenarios because it can output the distance information from the surrounding environment 

conveniently and reliably. The research of high performance laser SLAM has been the pursuit of 

academia and industry. Lidar can be divided into 2D lidar and 3D lidar according to its laser scanning 
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range [1]. Accordingly, THE SLAM algorithm based on lidar is also divided into 2D laser SLAM 

algorithm and 3D laser SLAM algorithm. 3D laser SLAM algorithm provides more information than 

2D laser SALM because it can build a dense 3D model of the environment. It can not only achieve 

6-DOF pose estimation [2], but also provide more information related to the real world for navigation 

planning, such as the size, distance and even category of objects in the scene. Therefore, it has a very 

broad application prospect. 

2.2 Lidar TOF Ranging Principle 

The TOF principle uses the speed of light to range. First, a laser emitter emits a laser pulse, and a 

timer records the launch time. The pulse is received by the receiver after being reflected by the object, 

and the timer records the receiving time; The time difference is multiplied by the speed of light to get 

twice the distance [3]. As shown in Figure 1, the LiDAR TOF principle ranging example diagram. 

 

Laser emitter

Laser receiver

Clock

 

Figure 1. LiDAR TOF principle ranging example 

3. A Method of Lidar Motion Distortion Removal 

3.1 The Point Cloud Data 

SLAM attempts to solve the problem of how to determine the trajectory of a robot moving in an 

unknown environment by observing the environment and at the same time build a map of the 

environment. Under normal circumstances, aiming at the problem of simultaneous positioning and 

mapping of robots, the system created is usually composed of three parts: front end, back end and 

loop detection. Sensor information in LASER SLAM is mainly read and preprocess of lidar 

information, and this paper also includes read and process of IMU data. 

3.2 Self-motion Distortion of Lidar 

For most lidar, although the laser is emitted and received quickly, each point that makes up the point 

cloud is not created at the same time. Generally, the data accumulated within 100ms(corresponding 

to the typical value of 10Hz) is output as a frame point cloud. If the absolute position of the lidar body 

or the body on which it is installed changes in the 100ms, then the coordinate system of each point in 

the frame cloud is different. Intuitively, this frame of point cloud data will undergo certain 

"deformation", which cannot truly correspond to the detected environmental information, similar to 

the hand shaking when taking a photo, the photo will be blurred. This is the self-motion distortion of 

lidar [4]. As shown in Figure 2 below, when the lidar receives the transmitted signal to obtain point 

cloud data, the optimal effect is shown on the left, that is, the position of the lidar does not change 

from that at the end of the scanning to obtain point cloud data, but the actual effect is shown on the 

right. The position of the lidar will change from the beginning of the scanning to the end of the 

scanning, so that the point cloud data obtained are not in the same coordinate system. It will cause 

large error to build a map based on the frame point cloud data. 
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Figure 2. self-motion distortion of 360-degree mechanical lidar 

 

In essence, the distortion of lidar point cloud is caused by the difference of coordinate system of each 

point in a frame. In Figure 3 below, p1~ P3 on the left represent the three position points scanned by 

lidar in turn, which are aligned in the real world. However, because the lidar itself has "violent" 

movement within a frame, as shown in the middle figure, the radar itself scans the three points under 

three different actual attitudes. So in the resulting point cloud (far right), the coordinates of the three 

points are actually in different coordinate systems and no longer look collinear. 

 

 

Figure 3. Changes in point cloud coordinate system 

3.3 A method for Removing Movement Distortion of Lidar 

The distortion of point cloud is caused by the movement of radar carrier in the process of data 

collection of a frame. Therefore, it is necessary to calculate the movement of radar in the process of 

data collection first, and then compensate this movement according to the relative time of each point 

in each frame, including the compensation of rotation and translation. The methods of point cloud 

distortion include pure estimation method (ICP/VICP), sensor-assisted method (IMU/ODOM) and 

fusion method [5-7]. 

Among them, IMU sensor-assisted method is used: IMU provides the velocity, acceleration and other 

information of the carrier, and the carrier can be assumed as a uniform velocity motion model in the 

low-speed motion scene, that is, coordinate = motion × time. In the scene of high-speed motion, IMU 

information can also be used to correct the error of the non-uniform part assumed by the uniform 

speed model [8]. 

The time of radar scanning a frame is fixed, and the acquisition time of each point is obtained through 

calculation, so that all points are unified at the same time. Suppose that the end time of each frame 

scanning is selected, as shown in Figure 4 below: 
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Figure 4. Calculation of radar scanning time 

 

The ordinate Point ID is the frame number of Point cloud, the ordinate Time is the radar scanning 

Time, kt  is when a frame scan starts, 1kt +  is the end of a scan, 1k kt t+ −  is the fixed scanning time, the 

horizontal arrow represents the projection of all points to time 1kt + . kp  is the point cloud generated 

by this frame scan, and obviously different points have different timestamps. The relative position 

and pose of the radar at time 1kt +  relative to time kt  was denoted as 
1

L
T
k +

, and its compensation 

transformation matrix 
( 1, )

L
T

k i+
 was calculated for each point, as shown in the formula below, and 

simple linear interpolation was performed 

 

                                  (1) 

 

The specific steps are as follows: First, synchronize the lidar and IMU, obtain the IMU data closest 

to the time stamp of a frame point cloud according to the time stamp of the lidar and IMU, subtract 

the time stamp to calculate the travel value, and if the time difference is less than the synchronization 

threshold, the data is output as synchronization data. If the time difference is greater than the 

synchronization threshold, the data is discarded, and a frame of lidar sampling data is taken down and 

the above process is repeated. Then, the disordered point cloud is transformed in order. Take PVP-16 

as an example, a frame of DATA of PVP-16 is output in the form of point cloud (i.e., a bunch of 

points, each point has information of XYZ, and there is no other relational information between 

points), so we don't know which Scan each point belongs to and which horizontal Angle it 

corresponds to. Therefore, a single frame point cloud needs to be divided into line bundles (divided 

into 16 bundles), and the line bundles to which each point belongs and the relative scanning time of 

each point in this frame point cloud (relative to the first point in this frame) are recorded. After that, 

the carrier motion information was calculated to obtain the Euler Angle of the three axes relative to 

the world coordinate system and the acceleration on the three axes in the IMU coordinate system. 

Then, the acceleration of IMU in the world coordinate system was obtained by removing the influence 

of gravity, and the corresponding displacement and velocity of each IMU data frame in the world 

coordinate system were obtained. Finally, the compensation transformation matrix of each laser point 

relative to the initial point is calculated by interpolation with the obtained motion information. Finally 

convert each laser point. For each laser point, the corrected laser point coordinates can be obtained 

by multiplying the compensation transformation matrix by the original laser point coordinates [9-11]. 
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4. Point Cloud Segmentation and Handicap Removal 

4.1  Point Cloud Recording Method 

For a frame of point cloud information input by lidar, including n-line point cloud data, the input time 

stamp will be recorded, and the n-line point cloud data will be divided into N pieces of 1-line point 

cloud data, and the 1-line point cloud data will be divided into M pieces of 1-line point cloud data, 

and the number of point cloud M will be recorded. Finally, the system will record the offset in the X 

direction, Y direction, Z direction and reflection intensity of each point cloud in detail, and the 

reflection intensity reflects the distance between the changed point and the radar. Point cloud 

processing is shown in Figure 5 below. 
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Figure 5. Point cloud recording method 

4.2 Point Cloud Segmentation and Clustering 

Firstly, point cloud segmentation is performed on the original point cloud input. The main process of 

point cloud segmentation is first ground extraction, then segmentation of the remaining point clouds, 

and finally the segmented point cloud is carried out for the next step of feature extraction. Firstly, the 

point cloud obtained at time T is 
 1, 2, 3,...,t nP p p p p

. ip
 is a point in the point cloud tP

 at time 
t .The point cloud is projected into a range image with a resolution of 1800×16. Since the horizontal 

angular resolution of THE VLP-16 is 0.2°, the horizontal resolution of the projected image is 

360/0.2=1800. Since the vertical direction of THE VLP-16 is 16 scan lines, the vertical resolution of 

the projected image becomes 16. After the point cloud is projected onto the image, each point in 

three-dimensional space becomes a pixel in two-dimensional space, obtain the Euclidean distance ir  

between pixel point ip
 and sensor.Before segmentation, the progressive of the distance image is 

evaluated and ground points are extracted [12]. Since the vertical direction of the distance is 16, this 

also represents the properties of the vertical dimension in the original three-dimensional space. 

Therefore, ground points and non-ground points can be well marked by judging the characteristics of 

their vertical dimension. The range of the laser scanning beam through THE VLP-16 is [-15°, 15°], 

and the ground point must appear on the scan line [-15°,-1°]. In this process, marked ground points 

can be removed from subsequent segmentation. 

4.3 Point Cloud Clustering 

The distance image is segmented into many clusters by image - based segmentation method. Points 

in the same cluster are marked with unique identifiers. In this step, some small object points can be 

removed as noise points to reduce the interference caused by the non-repeated appearance of small 

objects between adjacent frames: leaves and grass floating in the wind are often encountered in 

practical experiments, which may cause the situation that they appear in the previous frame but not 

in the later frame. Removing the point cloud that cannot be clustered can reduce the interference of 
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noise points and improve the feature extraction accuracy on the basis of retaining the feature 

information of the current frame [13]. 

In order to improve the processing efficiency, all the categories with less than 30 data points are 

treated as noise points, so that some relatively static objects (such as tree trunks, buildings, etc.) are 

preserved. In this way, the whole distance image can be divided into several larger categories. Add 

the previous set of a category - ground points, so you can proceed. Based on the processing in this 

step, points in a point cloud frame can be removed many noise points, as shown in Figure. 6 below: 

 

 

Figure 6. Point cloud noise processing comparison diagram 

 

As you can see from the figure, most of the messy points have been removed by processing, leaving 

the data to be processed clean. Based on this step, the following three information can be obtained 

for each point: the segmentation label (ground point or segmentation point), the index of rows and 

columns in the distance image and the distance value ir  of the sensor. 

5. Point Cloud Matching 

For front-end scan matching, representative 3D point cloud matching algorithms can be roughly 

divided into two categories: matching based method and feature based method. The objective 

evaluation function established based on the algorithm can be divided into two kinds: distance 

judgment and probabilistic model judgment. The probabilistic model judgment methods are mainly 

Normalized Distribution Transform (NDT) algorithm [14]. The methods based on distance judgment 

are mainly ICP algorithm and its variants. The algorithms suitable for 3D lidar SLAM include PP-

ICP[15], NICP[16], IMLS-ICP[17], etc. The representative algorithm is GICP(Generalized Iterative 

Closest Point)[18]. The algorithm principle is to combine ICP algorithm and PL-ICP algorithm to the 

probabilistic framework model for Point cloud registration, which improves the applicability and 

accuracy of the algorithm. Matching algorithm generally achieves accurate estimation by directly 

using scanning points, which requires a large number of points for stable registration. Although the 

matching accuracy is high, the calculation efficiency is usually not high. 

Features-based methods improve computational efficiency by extracting feature points from scanned 

point clouds [19], including Lego-LoAM using corner and flat point features and 3D raster matching 

algorithm Multi-resolution Surfel Map using surface element features [20]. In this paper, the feature 

matching method used in LeGO-LoAM is adopted, which is more efficient than the feature-based 

method based on matching method. 

5.1 Feature Extraction 

The remaining points after segmentation are fed into the feature extraction module for subsequent 

feature extraction. In order to evenly extract features from all directions, the distance image is 

horizontally divided into several equal sub-images, and 360° is evenly divided into 6 equal parts. For 

each sub-image, the following processing is carried out: 
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Select a point ip  in point cloud tP  at time t, find 5 points on the left and right in the same vertical 

direction of point ip , construct a set S, and calculate the smoothness of each point. The smoothness 

formula is as follows: 

 

                         (2) 

 

After obtaining the index of smoothness, feature points can be divided into two categories: plane 

points and edge points. Flat point: a point on a flat plane in three-dimensional space that has little 

difference in size from the surrounding points, low curvature and smoothness. Edge point: a point on 

a sharp edge in three-dimensional space, with a large difference in size between it and the surrounding 

points, high curvature and smoothness. In this paper, the points in the set are sorted to find the smallest 

point minC  as the plane point and the largest point maxC  as the edge point. Specific operations are as 

follows: 

For the smoothness sorted out, the feature points are selected. Set smoothness threshold thC , edge 

point thc C , plane point thc C . According to the above evaluation criteria, divided out of the edge 

point and point. enF  edge points that do not belong to ground points and have the maximum C value 

are selected from each row to form the set meF . Select pnF  plane points with minimum C value from 

each row, which can be ground points or segmentation points, to form the set pF . After this step, the 

following relationship can be obtained. The point cloud diagram of feature points is extracted as 

shown in Figue 7: 

 

                                (3) 

 

 

Figure 7. Example of feature points 

 

On the left are fewer feature points, and on the right are more feature points in the front feature 

extraction part. Four point cloud types are obtained:  , , ,e me p mpF F F F . If the current time is set to t, 

the previous time is set to t-1.In order to better obtain the attitude transformation relationship between 

t moment and t-1 moment, in this paper, the characteristic points 
t

eF  and 
t

pF  at time t and 1t

meF −  and 

1t

mpF −
 at time t-1 are selected. 

Because of &e me p mpF F F F  , we can definitely find the correlation between 
t

eF  and 
t

pF  from 

1t

meF −  and 
1t

mpF −
. Construct a point-to-line correspondence for  1,t t

e meF F −
, and a point-to-face 

correspondence for  1,t t

p mpF F −
. However, LEGO-LOAM has made some improvements to improve 
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the accuracy and efficiency of matching, mainly in two aspects: tag matching; Two-step LM 

optimization. 

5.2 Label Matching 

In the previous segmentation module, the point cloud was divided into ground points and 

segmentation points, and these labels were used to search the corresponding associated points. For 

edge points: search for the corresponding correlation point of 
t

eF  in the point cloud 1t

meF −  with 

segmentation point label; for plane points: search for the corresponding correlation point of 
t

pF  in 

the point cloud 
1t

mpF −
 with ground point label. 

This step has the following two advantages: ground information is basically unchanged in the adjacent 

frames, and the point cloud is divided into several blocks after clustering, which reduces the candidate 

range of corresponding points. However, in actual experiments, if the ground is not particularly flat, 

that is, the ground between adjacent frames changes to a certain extent, LEGO-LOAM cannot run 

well. After obtaining the correspondence between point-to-line and point-to-surface, leven berg-

Marquardt optimization method [21] is needed to optimize and solve the problem. 

5.3 Two-step LM optimization 

LM optimization methods will be carried out twice for 6-dof ( ), , , , ,x y z roll pitch yawt t t t t t   : the 

corresponding point constraints of  1,t t

p mpF F −
 will be optimized to obtain , ,z roll pitcht t t   . The 

corresponding point constraint of  1,t t

e meF F −
 is optimized, and based on the , ,z roll pitcht t t    obtained 

in the first step, the two-step calculation of , ,x y yawt t t    has definite rationality: 

Since the ground remains essentially unchanged between adjacent frames, the vertical dimension 

variation , ,z roll pitcht t t    can be calculated using the point-to-surface constraint. When the vertical 

dimension change is calculated, the initial value can be input into the optimization of the second step 

to reduce the number of iterations, and the horizontal dimension change , ,x y yawt t t    can be 

calculated to improve the calculation efficiency. Finally, the 6-dof attitude transformation matrix 

( ), , , , ,x y z roll pitch yawt t t t t t    is obtained based on two-step LM optimization. 

6. Conclusion 

This paper describes the development significance of the technology of simultaneous location and 

mapping, and explains the method of using lidar for simultaneous location and mapping in detail. 

Laser radar model and its working principle were introduced at first, then analyzes the lidar cause the 

distortion of the point cloud movement, this paper expounds the method to remove the distortion of 

the point cloud, and the segmentation of point cloud data and almost remove illustrated, finally 

explains how to use the method to estimate the point line matching two point cloud between changes 

of the laser radar pose. 
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