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Abstract 

This paper proposes a model reference adaptive sliding mode control (MRASMC) scheme 
that uses time delay estimation (TDE) technique and adaptive modified super-twisting 
algorithm (AMSTA), then applies the scheme to overhead crane with uncertainties to 
ensure the payload can be transported to the desired position rapidly while 
simultaneously eliminating swing. Firstly, a desired reference model for improving 
transient performance was designed. More specifically, a new chattering-free reaching 
law is designed to achieve fast convergence of system state errors and improve system 
transient performance. To enhance the control performance, then, a time-delay 
estimation is employed to approximate the uncertainties and control law is designed 
based on modified adaptive super-twisting algorithm, which can reduce the chattering 
phenomenon and achieve finite-time convergence. The stability and convergence of the 
controlled system is analyzed using Lyapunov theory. Moreover, Simulation results are 
presented to illustrate the effectiveness of the proposed controller. 
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1. Introduction 

In the past few decades, overhead cranes have been widely used in factories, ports, workshops and 

various industrial activities due to their strong load transport capacity. However, undesirable payload 

swings will inevitably occur due to the high-speed operation of overhead cranes in the complex 

industrial environment. At present, the effective payload swing suppression mainly depends on 

experienced manual operation, which not only leads to low transportation efficiency, but also causes 

safety accidents due to manual operation errors. Therefore, it has important theoretical and practical 

significance to study effective control strategies to achieve rapid positioning of the trolley and 

eliminate payload swing. 

In the early stage, research on swing elimination was mainly open-loop control, which includes input 

shaping [1] and off-line trajectory planning [2]. The main idea of input shaping is to use the frequency 

characteristics and damping ratio of the system to plan the control signal reasonably, among which 

zero vibration input shaping is the most common type [3]. However, the control performance of this 

method depends heavily on the accuracy of model. The offline trajectory refers to planning the desired 

trajectory for trolley by analyzing the dynamic coupling relationship between the trolley and the 

payload. In the work of [4], a series of trolley reference trajectories were planned with the aid of 

nonlinear coupling analysis and the phase plane method to achieve good control performance. Due to 

the complexity of the work environment, combining with a feedback controller is usually needed to 

improve the robustness of the control system. 
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In order to improve the robustness of the overhead crane system, the closed-loop control strategy 

receives much attention. The most representative closed-loop control methods mainly include energy 

control [5], partial feedback linearization [6]. Based on passivity or system energy method, which 

analyzing energy change rules of underactuated cranes without approximate linearization near the 

equilibrium point. For this reason, the strategy based on energy analysis naturally becomes the 

powerful control weapon for controlling underactuated cranes. Partial feedback linearization refers 

to the realization of system transformation by defining new control variables, and finally achieving 

local linearization. Regardless of open-loop control or closed-loop control, their control performance 

relies heavily on the accuracy of the model and generally requires complex matrix computation. 

In particular, sliding mode control (SMC) has receive much attention, due to its strong robustness 

against both external disturbances and model parameter variations and simple structure, which 

suppress the matched disturbances or uncertainty from the input channel. One problem with SMC is 

that overhead crane system parameters are required when calculating its equivalent control law. The 

combination of SMC and Model Reference Adaptive Control (MRAC) is a very effective way to deal 

with the uncertainties of overhead cranes without prior knowledge of system parameters.[7] Another 

drawback with SMC mainly lie in chattering phenomenon. This is because the upper bound of the 

disturbance is generally unavailable, so switching gains are chosen large enough to cover a wide 

range of uncertainties. To restrain the chattering effect, replacing discontinuous sign function by 

saturation function [8] can avoid chattering. Although this produces a continuous control and 

eliminates chattering, it loses the robustness of the entire system against uncertainties. In addition, 

some scholars use boundary layer technology [9] and high-order control [10] to eliminate chattering. 

However, these approaches still have the limitation that they require information about the upper 

bound on the uncertain terms. 

The key to solve this problem is to estimate the uncertainty and disturbance in the system. A variety 

of intelligent control methods have been proposed to find suitable estimation strategies for nonlinear 

systems, such as adaptive fuzzy control [11], adaptive control [12], neural network [13]. These 

intelligent algorithms are very effective theoretically, nonetheless, may make the implementation 

difficult or impossible due to computational complexity. In recent years, it is a very promising idea 

to combine sliding mode control with time delay estimation (TDE) method [14,15], providing a good 

estimation of uncertainty without requiring prior knowledge of uncertainty upper bound and the 

choice of switching gain can be reduced. However, the chattering problem has not been completely 

solved, which affecting the convergence time. Also, due to measurement noise and nonlinear 

characteristic in real experiment, TDE cannot accurately estimate the uncertainty and produce 

estimation errors inevitably in the system dynamics. Fortunately, the estimation error is bounded.To 

solve this problem, the high-order sliding mode control (HOSMC) technique [16] can reduce or 

eliminate chattering while simultaneously maintaining the robustness of the system. In order to 

improve the HOSMC algorithm, many algorithms have been presented that allows finite-time 

convergence and chatting suppression, such as twisting algorithm(TA),super-twisting algorithm(STA) 

and others [17]. Among them, the STA is the most effective algorithm because it is the only one that 

needs only sliding manifold measurements while the others require the measurements of its derivation 

[18], and thus becomes the most powerful algorithm based on STA and adaptive super-twisting 

algorithm(ASTA) control strategies. 

Motivated by the work above, a model reference adaptive sliding mode control scheme based on TDE 

and AMSTA is designed, which solves the problem of locating the payload to the desired position 

while simultaneously eliminate the payload swing under uncertainty. Firstly, dynamic sliding mode 

control is used to design a reference model combined with a new chattering-free reaching law to 

improve transient performance of MRC.On this basis, the TDE provides an estimation of uncertainties 

and the AMSTA is used to eliminate the so-called TDE error, chattering phenomena and to ensure 

finite time convergence. Finally, the convergence and stability of the closed-loop system are strictly 

proven by Lyapunov theory. The simulation results verify the superiority of the controller. The main 

contributions of this work are summarized as follows: 
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(1) To the authors’ best knowledge, this work proposed for the first-time overhead crane control based 

on TDE and AMSTA. 

(2) A new chattering-free reaching law combined with dynamic sliding mode control to improve the 

transient performance of the MRC. 

(3) The method proposed in this paper requires no prior uncertainty upper bound, and the chattering  

phenomenon is well eliminated. 

2. System model and problem statement 

2.1 System model 

According to Lagrangian Euler's law, 2D overhead crane model (as shown in fig.1) can be described 

as follows: 

(𝑀 +𝑚)𝑥
..
−𝑚𝑠𝑖𝑛 𝜃 𝑙

..

−𝑚𝑙 𝑐𝑜𝑠 𝜃 𝜃
..

− 2𝑚 𝑐𝑜𝑠 𝜃 𝑙
.

𝜃
.

+𝑚𝑙 𝑠𝑖𝑛 𝜃 𝜃2
.

= 𝐹𝑥        (1) 

−𝑚𝑠𝑖𝑛 𝜃 𝑥
..
+𝑚𝑙

..

−𝑚𝑙𝜃2
.

−𝑚𝑔𝑠𝑖𝑛 𝜃 = 𝐹𝑙                    (2) 

−𝑚𝑙 𝑐𝑜𝑠 𝜃 𝑥
..
+𝑚𝑙2𝜃

..

+ 2𝑚𝑙𝑙
.

𝜃
.

+𝑚𝑔𝑙 𝑠𝑖𝑛 𝜃 = 0                  (3) 

In the (1)(2)(3), 𝑀,𝑚, 𝑔 ∈ 𝑅+ denote the trolley mass, payload mass, and gravitational constant 

respectively. 𝑥(𝑡), 𝑙(𝑡), 𝜃(𝑡) ∈ 𝑅 represents the trolly position, rope length, the payload swing angle 

respectively. The force of the driving motors of trolly traveling and cargo lifting, which are 

characterized by 𝐹𝑥(𝑡), 𝐹𝑙(𝑡) respectively. 
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Fig. 1 Model of 2D overhead crane system 

 

An overhead shown in Fig.1 is a nonlinear and highly coupled underactuated mechanical system, in 

which three output signals (𝑥, 𝑙, 𝜃) are driven by two actuators. The control input signal 𝐹𝑥 , 𝐹𝑙 
directly control the actuated states (𝑥, 𝑙) and indirectly drive the under-actuated state (𝜃). Based on 

the above reasons above, the overhead crane model (1)-(3) can be disassembled into the underactuated 

subsystem and the actuated subsystem after corresponding mathematical progressing. The 

underactuated dynamics can be determined by rewriting Eq. (3) as following: 

𝜃
..

=
−𝑔 𝑠𝑖𝑛 𝜃

𝑙
−

2𝑙
.
𝜃
.

𝑙
+

𝑥
..
𝑐𝑜𝑠 𝜃

𝑙
                           (4) 

Substituting Eq. (4) into Eq. (1) together with Eq. (2), the actuated subsystem can be written in a state 

space from as follows: 

..

. 2..

1 sin
0

sin sincos

x

l

Fx M M

FM mg ll
M Mm



  

 
         =   +    +    +     

                    (5) 

For simplicity and convenience, Eq. (5) can be rewritten as follows: 
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{
𝑧1
.
= 𝑧2

𝑧2
.
= 𝑓(𝑧) + 𝑔(𝑧)𝑢
𝑦 = 𝑧1

                            (6) 

where 𝑧1 = [𝑧11 𝑧12]𝑇 = [𝑥 𝑙]𝑇 , 𝑧2 = [𝑧21 𝑧22]𝑇 = [𝑥
.
𝑙
.
]𝑇  represents system states. 

𝑓(𝑧), 𝑔(𝑧) are known as nonlinear smooth function. 𝑢 = [𝐹𝑥 𝐹𝑙]𝑇 denotes control input signal. 

𝑓(𝑧) = [0 𝑔 𝑐𝑜𝑠 𝜃 + 𝑙𝜃
.
]
𝑇
, 

2

1 sin

( )
sin sin

M M
g z

M m

M Mm



 

 
 
 =

+ 
  

 

2.2 Problem satatement 

The control objective of this paper is to drive the output of the actual bridge crane to track the output 

of the reference model accurately, at the same time, to eliminate the swing angle of the  payload in 

thepresence of a series of unknown friction and uncertain disturbances. This control objective can 

bemathematically quantified as follows: 

𝑧1 → 𝑧𝑑 , 𝜃 → 0 

Where 𝑧𝑑 represents desired position. 

3. Controller design 

3.1 The reference model of overhead crane 

During the process of MRAC controller design for overhead crane, the reference model of the closed-

loop system can be designed as follows: 

𝑧̈𝑚 = 𝑓𝑚（𝑧𝑚）+ 𝑔𝑚𝑢𝑚                          (7) 

where 𝑧𝑚 = [𝑥𝑚 𝑙𝑚]
𝑇 , 𝑧𝑚 ∈ 𝑅2×1 represents the system state of overhead crane reference. 𝑢𝑚 =

[𝐹𝑥𝑚 𝐹𝑙𝑚]𝑇 , 𝑢𝑚 ∈ 𝑅2×1 represents the reference input signal. 𝑓𝑚 ∈ 𝑅2×1, 𝑔𝑚 ∈ 𝑅2×1 denotes the 

state matrix and output matrix, respectively. 

In order to improve the transient performance of MRAC, a novel hyperbolic tangent reaching law is 

given by: 

𝑠
.
= −𝑘1 𝑡𝑎𝑛ℎ( 𝑎𝑠) − 𝑘2 𝑠𝑖𝑛ℎ( 𝑏|𝑠|

𝑞)𝑠𝑖𝑔𝑛(𝑠)                  (8) 

Where s is sliding surface, 𝑘1, 𝑘2, 𝑎, 𝑏 denotes positive tuning parameter, 𝑞 is positive odd number. 

 

Fig. 2 The characteristics of the reaching law 
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As depicted in Fig.2, it can be seen that the changing rate𝑠
.
is mainly controlled by the second term 

−𝑘2 𝑠𝑖𝑛ℎ( 𝑏|𝑠|
𝑞)𝑠𝑖𝑔𝑛(𝑠) when sliding mode variable s is far away from zero. When s approach to 

zero, the changing rate𝑠̇depends on the first term −𝑘1 𝑡𝑎𝑛ℎ( 𝑎𝑠), such that 𝑠
.
can infinitely close to 

zero due to pseudo linearization of −𝑘1 𝑡𝑎𝑛ℎ( 𝑎𝑠) near the zero. 

The tracking error between the overhead crane system (6) and the reference model (7) is defined as 

follows: 

𝑒 = 𝑧1 − 𝑧𝑑                                (9) 

where 𝑒 = [𝑒𝑥 𝑒𝑙]𝑇,𝑒𝑥,𝑒𝑙 represents the displacement error and rope error between the overhead 

system and the reference model respectively. A sliding mode surface including swing angle 𝜃 and 

the trolley displacement error can be chosen as follows: 

𝑠(𝑡) = 𝑐1
𝛬
𝑒(𝑡) + 𝑐2

𝛬
𝑒
.
(𝑡) + 𝑐3

𝛬
∫ 𝑒(𝜉)
𝑡

0
𝑑𝜉 + 𝑐4

𝛬
𝜃(𝑡)                 (10) 

where  

𝑐1
𝛬
= 𝑑𝑖𝑎𝑔 (𝑐11

𝛬
，𝑐12

𝛬
) , 𝑐1𝑖

𝛬
> 0, 𝑖 = 1,2 

𝑐2
𝛬
= 𝑑𝑖𝑎𝑔 (𝑐21

𝛬
，𝑐22

𝛬
) , 𝑐2𝑖

𝛬
> 0, 𝑖 = 1,2 

𝑐3
𝛬
= 𝑑𝑖𝑎𝑔 (𝑐31

𝛬
，𝑐32

𝛬
) , 𝑐3𝑖

𝛬
> 0, 𝑖 = 1,2 

𝑐4
𝛬
= [𝑐41

𝛬
0]
𝑇
, 𝑐4𝑖
𝛬
> 0, 𝑠 = [𝑠𝑥 𝑠𝑙]𝑇 , 𝑠 ∈ 𝑅2×1 

𝑠𝑥 ,𝑠𝑙  denote the sliding mode surface of the trolley position with swing angle and rope length 

respectively 

Differentiating Eq. (10) with respect to time and substituting Eq. (6)(10) into it, we have: 

𝑠
.
= 𝑐1

𝛬
𝑒
.
+ 𝑐2

𝛬
(𝑓(𝑧) + 𝑔(𝑧)𝑢 − 𝑧𝑑

..
) + 𝑐3

𝛬
𝑒 + 𝑐4

𝛬
𝜃
.

                (11) 

To keep the error variables on the sliding surface, the equivalent control 𝑢𝑒𝑞(𝑡) can be calculated 

from 𝑠̇ = 0 as 

𝑢𝑒𝑞(𝑡) = (𝑐2
𝛬
𝑔(𝑧))−1[−𝑐1

𝛬
𝑒
.
− 𝑐2

𝛬
𝑓(𝑧) + 𝑐2

𝛬
𝑧𝑑
..
− 𝑐3

𝛬
𝑒 − 𝑐3

𝛬
𝜃
.

]            (12) 

Combining Eq. (12)(13), we can obtain the reference input of overhead reference model Eq. (6) as 

follows: 

𝑢𝑚(𝑡) = 𝑢𝑒𝑞(𝑡) + 𝑢𝑠𝑤(𝑡)                         (13) 

Where 𝑢𝑠𝑤(𝑡) is chosen as Eq. (22) 

Substituting Eq. (13) into Eq. (7), the reference model acceleration can be derided as follows: 

.. . .
1

2 1 3 4 1 2

.
2 2 2 2

1 2 3 4

( ) ( ) [ tanh( ) sinh( | | ) ( )

( ) ( ) ( ( ) ) ( ) ]

q

m du t z c c e c e c k as k b s sign s

s c e c e c e d c



  

   
−

   

= − + + + +

 
+ + + + 

 


            (14) 

According to the underactuated subsystem Eq. (4) and the reference model Eq. (7), we can design the 

reference model of the payload swing angle as follows: 

𝜃𝑚
..

=
−𝑔 𝑠𝑖𝑛𝜃𝑚  

𝑙𝑚
−

2𝑙𝑚̇𝜃𝑚
.

𝑙𝑚
+

𝑥̈ 𝑐𝑜𝑠𝜃𝑚  

𝑙𝑚
                      (15) 

3.2 Stability analysis 

Theorem1: For the overhead crane nominal system (6), under the proposed reference law (13) and 

adaptive update law (19), the error (9) between the reference states and desired value will 

asymptotically converge to zero, which can be mathematically described as 

𝑙𝑖𝑚
𝑡→∞

𝑒𝑚 = 0 ⇒ {
𝑥𝑚 → 𝑥𝑑
𝑙𝑚 → 𝑙𝑑

⇒ 𝜃𝑚 → 0 
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Proof: A Lyapunov function candidate can be chosen as: 

𝑉 =
1

2
𝑠2 +

1

2𝛾1
𝑐1
~ 2
+

1

2𝛾2
𝑐2
~ 2
+

1

2𝛾3
𝑐3
~ 2
+

1

2𝛾4
𝑐4
~ 2

                  (16) 

where the variable 𝑐1
~
, 𝑐2
~
, 𝑐3
~
, 𝑐4
~

 are the deviations between the adaptive gains in Eq. (11) and the 

initial gains, and are defined as 

𝑐1
~
= 𝑐1

𝛬
− 𝑐1, 𝑐2

~
= 𝑐2

𝛬
− 𝑐2, 𝑐3

~
= 𝑐3

𝛬
− 𝑐3, 𝑐4

~
= 𝑐4

𝛬
− 𝑐4              (17) 

Where 𝑐1, 𝑐2, 𝑐3, 𝑐4 are positive constant 

Taking the time derivative of Eq. (18), we have: 

𝑐1
~
= 𝑐1

𝛬
.

, 𝑐2
~
= 𝑐2

𝛬
.

,  𝑐3
~
= 𝑐3

𝛬
.

, 𝑐4
~
= 𝑐4

𝛬
.

                       (18) 

In order to make the derivative of the Lyapunov function to be a negative definite, i.e, the adaptive 

update law can be designed as: 

.

2 2

1 1

.
.

2 2

2 2

.

2 2

1 3

.

2 2

1 4

( )

( )

( ( ) )

( )

c s e

c s e

c s e d

c s





  

 










 =



=



=



=


                         (19) 

Where 𝛾1, 𝛾2, 𝛾3, 𝛾4 are positive constant 

The first derivative of Lyapunov function 𝑉
.

 is: 

𝑉
.

= 𝑠𝑠
.
+

1

𝛾1
𝑐1
~
𝑐1
~
.

+
1

𝛾2
𝑐2
~
𝑐2
~
.

+
1

𝛾3
𝑐3
~
𝑐3
~
.

+
1

𝛾4
𝑐4
~
𝑐4
~
.

                   (20)
 

Substituting Eq. (11)(14)(18) into Eq. (20), we have the following equality: 

𝑉
.

= 𝑠 (𝑐1
Λ
𝑒
.
+ 𝑐2

Λ
(𝑓(𝑧) + 𝑔(𝑧) (𝑢𝑒𝑞(𝑡) + 𝑢𝑠𝑤(𝑡)) − 𝑧𝑑

..
) + 𝑐3

Λ
𝑒 + 𝑐4

Λ
𝜃
.

) +
1

𝛾1
(𝑐1
Λ
− 𝑐1) 𝑐1

Λ
.

 

+
1

𝛾2
(𝑐2
Λ
− 𝑐2) 𝑐2

Λ
.

+
1

𝛾3
(𝑐3
Λ
− 𝑐3) 𝑐3

Λ
.

+
1

𝛾4
(𝑐4
Λ
− 𝑐4) 𝑐4

Λ
.

 = 𝑠 (𝑐2
Λ
𝑔(𝑧)𝑢𝑠𝑤(𝑡)) +

1

𝛾1
(𝑐1
Λ
− 𝑐1) 𝑐1

Λ
.

 

+
1

𝛾2
(𝑐2
Λ
− 𝑐2)𝑐2

Λ
.

+
1

𝛾3
(𝑐3
Λ
− 𝑐3)𝑐3

Λ
.

+
1

𝛾4
(𝑐4
Λ
− 𝑐4)𝑐4

Λ
.

                 (21) 

The switching control 𝑢𝑠𝑤(𝑡) can be selected as: 

𝑢𝑠𝑤 = (𝑐2
Λ
𝑔(𝑧))−1 (

−𝑘1 𝑡𝑎𝑛ℎ( 𝑎𝑠) − 𝑘2 𝑠𝑖𝑛ℎ( 𝑏|𝑠|
𝑞)𝑠𝑖𝑔𝑛(𝑠)

−𝑠(𝑐1
Λ
(𝑒)2 + 𝑐2

Λ
(𝑒
.
)2 + 𝑐3

Λ
(∫ 𝑒(𝜉) 𝑑𝜉)2 + 𝑐4

Λ
𝜃2)

)         (22) 

Then, the Eq. (21) can be rewritten as: 

𝑉
.

= −𝑘1𝑠 𝑡𝑎𝑛ℎ( 𝑎𝑠) − 𝑘2𝑠𝑎 𝑠𝑖𝑛ℎ( 𝑏|𝑠|
𝑞)𝑠𝑖𝑔𝑛(𝑠) + 𝑐1

Λ
(
1

𝛾1
𝑐1
Λ
.

− 𝑠2(𝑒)2) 

−
1

𝛾1
𝑐1𝑐1

Λ
.

+ 𝑐2
Λ
(
1

𝛾2
𝑐2
Λ
.

− 𝑠2(𝑒
.
)2) + 𝑐3

Λ
(
1

𝛾3
𝑐3
Λ
.

− 𝑠2(∫𝑒(𝜉) 𝑑𝜉)2) 

−
1

𝛾3
𝑐3𝑐3

Λ
.

+ 𝑐4
Λ
(
1

𝛾4
𝑐4
Λ
.

− 𝑠2(𝜃)2) −
1

𝛾4
𝑐4𝑐4

Λ
.

−
1

𝛾2
𝑐2𝑐2

Λ
.

                (23) 

Substituting Eq. (19) into Eq. (23), we obtain 
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𝑉
.

= −𝑘1|𝑠| 𝑡𝑎𝑛ℎ( 𝑎𝑠)𝑠𝑖𝑔𝑛(𝑠) − 𝑘2|𝑠|𝑎 𝑠𝑖𝑛ℎ( 𝑏|𝑠|
𝑞) 

−𝑠2 (𝑐1(𝑒)
2 + 𝑐2(𝑒

.
)2 + 𝑐3(∫ 𝑒(𝜉) 𝑑𝜉)

2 + 𝑐4(𝜃)
2)   

 = −𝑘1|𝑠| 𝑡𝑎𝑛ℎ(𝑎|𝑠|) − 𝑘2|𝑠|𝑎 𝑠𝑖𝑛ℎ( 𝑏|𝑠|
𝑞) 

−𝑠2(𝑐1(𝑒)
2 + 𝑐2(𝑒

.
)2 + 𝑐3(∫ 𝑒(𝜉) 𝑑𝜉)

2 + 𝑐4(𝜃)
2)    ≤ 0              (24) 

Remark: Where the term of −𝑘1 𝑡𝑎𝑛ℎ( 𝑎𝑠) − 𝑘2 𝑠𝑖𝑛ℎ( 𝑏|𝑠|
𝑞)𝑠𝑖𝑔𝑛(𝑠)  in (22) is the novel 

hyperbolic tangent reaching law proposed by Eq. (8) to eliminate chattering phenomenon and another 

term of −𝑠(𝑐1
𝛬
(𝑒)2 + 𝑐2

𝛬
(𝑒
.
)2 + 𝑐3

𝛬
(∫ 𝑒(𝜉) 𝑑𝜉)2 + 𝑐4

𝛬
𝜃2)

 

is to design adaptive update law as (19)
 

3.3 TDE and AMSTA-based MRASMC design 

A practice overhead crane system with uncertainties can be represented as follows: 

{
𝑧1
.
= 𝑧2

𝑧2
.
= 𝑓(𝑧) + 𝑔(𝑧)𝑢 + 𝑑

                            (25) 

The error between the overhead crane and the reference model can be defined as follows: 

𝑒𝑟 = 𝑧1 − 𝑧𝑚 ,  𝑒𝑟 = 𝜃 − 𝜃𝑚                          (26) 

The sliding mode surface can be defined as follows: 

𝑠 = 𝑒𝑟
.
+ 𝜆1𝑒𝑟 + 𝜆1𝑒𝜃                           (27) 

Where 𝜆1 = 𝑑𝑖𝑎𝑔(𝜆11, 𝜆12), 𝜆2 = (𝜆21, 0)
𝑇 

Taking the derivative with respect to time of Eq. (27) and substituting Eq. (25) into it, we have: 

𝑠
.
= 𝑓(𝑧) + 𝑔(𝑧)𝑢 + 𝑑 − 𝑧𝑚

..
+ 𝜆1𝑒𝑟

.
+ 𝜆1𝑒𝜃

.
                 (28) 

Furthermore, the form of modified super-twisting algorithm is formulated as: 

{
𝑠
.
= −𝑘1|𝑠|

0.5 𝑠𝑔𝑛( 𝑠) − 𝑘2𝑠 + 𝑤

𝑤
.
= −𝑘3𝑤 − 𝑘4 𝑠𝑔𝑛( 𝑠)

                     (29) 

Where |𝑠|0.5 = 𝑑𝑖𝑎𝑔(|𝑠1|
0.5, |𝑠2|

0.5), 𝑠𝑔𝑛( 𝑠) = 𝑑𝑖𝑎𝑔(𝑠𝑔𝑛( 𝑠1), 𝑠𝑔𝑛( 𝑠2)),  𝑘𝑖 = 𝑑𝑖𝑎𝑔(𝑘𝑖𝑗), 𝑖 =

1,2,3,4, 𝑗 = 1,2. By resolving Eq. (29) using Eq. (28), the modified super-twisting algorithm is 

obtained as: 

𝑢 = 𝑔−1(𝑧)[−𝑓(𝑧) + 𝑧𝑚
..
− 𝜆1𝑒𝑟

..
− 𝜆2𝑒𝜃

.
− 𝑘1|𝑠|

0.5 − 𝑘2𝑠 + ∫ (−𝑘3𝑤 − 𝑘4 𝑠𝑔𝑛( 𝑠)
𝑡

0
)𝑑𝑡 − 𝑑] (30) 

Since 𝑑 is uncertain, it will affect the control performance. Hence, the TDE scheme is utilized to 

estimate the uncertain term 𝑑, As the time delay L is chosen to be adequate small, it satisfies the 

following condition: 

𝑑(𝑡) ≅ 𝑑(𝑡 − 𝐿)                             (31) 

Therefore, the control law for overhead crane system can be rewritten as the following: 

𝑢 = 𝑔−1(𝑧)[−𝑓(𝑧) + 𝑧𝑚
..
− 𝜆1𝑒𝑟

..
− 𝜆2𝑒𝜃

.
− 𝑘1|𝑠|

0.5 − 𝑘2𝑠 + ∫ (−𝑘3𝑤 − 𝑘4 𝑠𝑔𝑛( 𝑠)
𝑡

0
)𝑑𝑡 − 𝑑

𝛬

] (32) 

Where𝑑
𝛬

is the estimation term of the uncertain term 𝑑(𝑡),and can be calculated as: 

𝑑
𝛬

= 𝑧2
.
(𝑡 − 𝐿) − 𝑓(𝑧(𝑡 − 𝐿)) − 𝑔(𝑧)𝑢(𝑡 − 𝐿)                 (33) 

Theorem 2 considering the overhead crane system given in Eq. (25), the super-twisting control 

algorithm with time delay estimation Eq. (32) ensures the converge of the chosen sliding surface Eq. 

(27) to zero in a finite time. The finite reaching time to the sliding surface is estimated by 

𝑇 =
2

𝜗2
𝑙𝑛(

𝜗2

𝜗1
𝑉
1

2(𝑠(0),𝑤(0)) + 1)                      (34) 

Proof: Firstly, substituting the control Eq. (32) in the overhead crane system gives: 

{
𝑠
.
= −𝑘1|𝑠|

0.5 𝑠𝑔𝑛( 𝑠) − 𝑘2𝑠 + 𝑤

𝑤
.
= −𝑘3𝑤 − 𝑘4 𝑠𝑔𝑛( 𝑠) + 𝜀𝑑

.                       (35) 
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where 𝜀𝑑 = 𝑑 − 𝑑
𝛬

 is the estimation error, which can be assumed to be bounded. For simplicity, let 

us decompose the closed-loop dynamics above into two subsystems as follows: 

{
𝑠𝑖
.
= −𝑘1.𝑖|𝑠|

0.5 𝑠𝑔𝑛( 𝑠𝑖) − 𝑘2.𝑖𝑠𝑖 +𝑤𝑖
𝑤𝑖
.
= −𝑘3.𝑖𝑤𝑖 − 𝑘4.𝑖 𝑠𝑔𝑛( 𝑠𝑖) + 𝜀𝑑𝑖

.                     (36) 

Introducing a new vector 𝜂 = [𝜂1 𝜂2]𝑇 = [|𝑠𝑖|
0.5 𝑠𝑔𝑛( 𝑠𝑖) 𝑤𝑖]

𝑇, 

According to the dynamic Eq. (36), let us take derivative of 𝜂, it follows that: 

{
𝜂1
.
= |𝑠𝑖|

−
1

2[−
1

2
𝑘1.𝑖

1

2
]𝜂 −

1

2
𝑘2.𝑖𝜂1

𝜂2
.
= |𝑠𝑖|

−
1

2[−𝑘4.𝑖𝜂1 + 𝜀𝑑𝑖
−
] − 𝑘3.𝑖𝜂2

                     (37) 

Where 𝜀𝑑𝑖
−
= |𝑠𝑖|

1

2𝜀𝑑𝑖
.

 

Then, the Eq. (31) can be rewritten as follows: 

𝜂
.
= |𝑠𝑖|

−
1

2(𝐴𝜂 + 𝐵𝜀𝑑𝑖
−
) − 𝐸𝜂                         (38) 

Where 𝐴 = [
−
1

2
𝑘1.𝑖

1

2

−𝑘4.𝑖 0
] , 𝐵 = [

0
1
] , 𝐸 = [

−
1

2
𝑘2.𝑖 0

0 𝑘3.𝑖
] 

For the stability analysis, the following Lyapunov function is chosen as: 

𝑉 = 𝜂𝑇𝑃𝜂                                (39) 

Where 𝑃 is symmetric and positive definite matric. 

Differentiating the expression above yields: 

𝑉
.

=
1

|𝑠|0.5
[𝜂𝑇(𝐴𝑇𝑃 + 𝑃𝐴)𝜂 + 2𝜂𝑇𝑃𝐵𝜀𝑑

−
] − 𝜂𝑇𝑅𝜂                  (40) 

Where 𝑅 = 𝐸𝑇𝑃 + 𝑃𝐸 

Otherwise, for better stability analysis, let us assume that the time derivative of TDE error is bound, 

i.e, |𝜀di
.
| < 𝛿𝑖. Then, the following inequality can be obtained: 

2𝜂𝑇𝑃𝐵𝜀𝑑𝑖
−
≤ 𝜀𝑑𝑖

2|𝜂1|
2 + 𝜂𝑇𝑃𝐵𝐵𝑇𝑃𝜂 ≤ 𝛿𝑖

2𝜂𝑇𝐶𝑇𝐶𝜂 + 𝜂𝑇𝑃𝐵𝐵𝑇𝑃𝜂           (41) 

Where we utilized the Perfect square trinomial and 𝐶 = [1 0] 

Finally, using Eq. (40)(41), one has: 

𝑉
.

≤
1

|𝑠|0.5
[𝜂𝑇(𝐴𝑇𝑃 + 𝑃𝐴 + 𝑃𝐵𝐵𝑇𝑃 + 𝛿𝑖

2𝐶𝑇𝐶)𝜂] − 𝜂𝑇𝑅𝜂 ≤ −
1

|𝑠|0.5
𝜂𝑇𝑄𝜂 − 𝜂𝑇𝑅𝜂     (42) 

Where 𝐴𝑇𝑃 + 𝑃𝐴 + 𝑃𝐵𝐵𝑇𝑃 + 𝛿𝑖
2𝐶𝑇𝐶 = −𝑄 

By using Ragleigh’s inequality, we can obtain: 

𝑉
.

≤ −
1

|𝑠|0.5
𝜆𝑚𝑖𝑛  (𝑄)||𝜂||2

2 − 𝜆𝑚𝑖𝑛  (𝑅)||𝜂||2
2                    (43) 

From Ragleigh’s inequality 

𝜆𝑚𝑖𝑛  (𝑃)||𝜂||2
2 ≤ 𝑉 ≤ 𝜆𝑚𝑎𝑥  (𝑃)||𝜂||2

2                      (44) 

Through using Euclidean norm, the following inequality can be obtained as follows: 

||𝜂||2
2 = |||𝑠𝑖|

0.5sgn(𝑠𝑖)|| + ||𝑤𝑖||
2 ≥ ||𝑠𝑖|| + ||𝑤𝑖||

2 ≥ ||𝑠𝑖||          (45) 

Based on Eq. (44)(45), we can further obtain the following inequality: 

||𝑠𝑖|| ≤ ||𝜂||2
2 ≤

𝑉

𝜆𝑚𝑖𝑛  (𝑃)
                            (46) 

Then, it follows that: 

−||𝑠𝑖||
-0.5 ≤ −(

𝜆𝑚𝑖𝑛  (𝑃)

𝑉
)
1

2                            (47) 

On the basis of Eq. (44)(47), Eq. (43) can be rewritten as follows: 
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𝑉
.

≤ −
𝜆
1
2𝑚𝑖𝑛  (𝑃)𝜆𝑚𝑖𝑛  (𝑄)

𝜆𝑚𝑎𝑥  (𝑃)
𝑉
1

2 −
𝜆𝑚𝑖𝑛  (𝑅)

𝜆𝑚𝑖𝑛  (𝑃)
𝑉 = −𝜗1𝑉

1

2 − 𝜗2𝑉              (48) 

Where 𝜗1 =
𝜆
1
2𝑚𝑖𝑛  (𝑃)𝜆𝑚𝑖𝑛  (𝑄)

𝜆𝑚𝑎𝑥  (𝑃)
, 𝜗2 =

𝜆𝑚𝑖𝑛  (𝑅)

𝜆𝑚𝑖𝑛  (𝑃)
 

The stability analysis shown above is sufficient if 𝑘1.𝑖 , 𝑘2.𝑖 , 𝑘3.𝑖, 𝑘4.𝑖 are constant. However, due to 

the complexity to determine 𝑘1.𝑖, 𝑘2.𝑖 , 𝑘3.𝑖 , 𝑘4.𝑖. Hence, the following over all stability is discussed in 

next step base on the 𝑘1.𝑖 , 𝑘2.𝑖 , 𝑘3.𝑖 , 𝑘4.𝑖 are adaptive parameters. Then, the Eq.(30) can be rewritten 

as: 

{
𝑠𝑖
.
= −𝑘1.𝑖

Λ

|𝑠|0.5 𝑠𝑔𝑛( 𝑠𝑖) − 𝑘2.𝑖
Λ

𝑠𝑖 + 𝑤𝑖

𝑤𝑖
.
= −𝑘3.𝑖

Λ

𝑤𝑖 − 𝑘4.𝑖
Λ

𝑠𝑔𝑛( 𝑠𝑖) + 𝜀𝑑𝑖
.

                    (49) 

Theorem 3 Considering the system Eq. (33). Suppose that the time derivative of TDE error 𝜀𝑑𝑖
.

 

satisfies |𝜀di
.
| < 𝛿𝑖 with unknown constant 𝛿𝑖, then the sliding surface s=0 will be reached in finite 

time with adaptive gains: 

.

1

1. 1

4. 1.

0
2

0, 0

i

i i

k if s

if s

k k








 


 = 

 =


=

，

                           (50) 

.

2

2. 2

3. 2.

0
2

0, 0

1

2

i

i i

k if s

if s

k k









 = 

 =



=


，

                           (51) 

Where 𝛾1, 𝜂1, 𝛾2, 𝜂2, 𝜃 are arbitrary positive constants. 

Proof: For analyzing the stability using the adaptive parameters the following Lyapunov is taken into 

account: 

𝑉1 = 𝑉 +
1

2𝜂1
𝑘1.𝑖
~ 2

+
1

2𝜂2
𝑘2.𝑖
~ 2

+
1

2𝜂3
𝑘3.𝑖
~ 2

+
1

2𝜂4
𝑘4.𝑖
~ 2

                 (52) 

Where 

𝑘1.𝑖
~

= 𝑘1.𝑖 − 𝑘1.𝑖
𝛬

< 0, 𝑘2.𝑖
~

= 𝑘2.𝑖 − 𝑘2.𝑖
𝛬

< 0, 𝑘3.𝑖
~

= 𝑘3.𝑖 − 𝑘3.𝑖
𝛬

< 0, 𝑘4.𝑖
~

= 𝑘4.𝑖 − 𝑘4.𝑖
𝛬

< 0 

Where 

𝑉 = 𝜂𝑇𝑃𝜂                                 (53) 

𝑃 = [
𝜆 + 4𝜃 −2𝜃
−2𝜃 1

]                             (54) 

𝑃 is symmetry and positive definite for any 𝜆 > 0 

Taking the derivative of Eq. (52) yields: 

𝑉1 = 𝜂𝑇
.

𝑃𝜂 + 𝜂
.
𝑃𝜂𝑇 −

1

𝜂1
(𝑘1.𝑖 − 𝑘1.𝑖

Λ

) 𝑘1.𝑖
Λ
.

−
1

𝜂2
(𝑘2.𝑖 − 𝑘2.𝑖

Λ

) 𝑘2.𝑖
Λ
.

 

−
1

𝜂3
(𝑘3.𝑖 − 𝑘3.𝑖

Λ

)𝑘3.𝑖 −
Λ
.

1

𝜂4
(𝑘4.𝑖 − 𝑘4.𝑖

Λ

)𝑘4.𝑖
Λ
.

                      (55) 

The first two term of Eq. (55) are computed taking account Eq. (38). Then the symmetric matric 𝑄, 𝑅 

can be deduced as: 
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𝑄 = [
𝑘1.𝑖
Λ

(𝜆 + 4𝜃2) − 4𝜃𝑘4.𝑖
Λ

− 4𝜃2 − 𝛿2 ∗

−𝑘1.𝑖
Λ

𝜃 + 𝑘4.𝑖
Λ

−
1

2
(𝜆 + 4𝜃2) + 2𝜃 2𝜃

]                   (56) 

By choosing 𝑘4.𝑖
𝛬

= 𝑘1.𝑖
𝛬

𝜃 , the matrix 𝑄  will be positive definite with minimum eigenvalue 

𝜆𝑚𝑖𝑛  (𝑄) = 𝜀 > 0, if 

𝑘4.𝑖
𝛬

>
[2𝜃−

1

2
(𝜆+4𝜃2)]2

2𝜃−1
+ 4𝜃2 − 𝛿2, 𝜃 >

1

2
                       (57) 

𝑅 = [
𝑘2.𝑖
Λ

(𝜆 + 4𝜃2) ∗

−𝜃(𝑘2.𝑖
Λ

+ 2𝑘3.𝑖
Λ

) 2𝑘3.𝑖
Λ
]                          (58) 

By choosing 𝑘2.𝑖
𝛬

= 2𝑘3.𝑖
𝛬

, the matrix 𝑅  will be positive definite with minimum eigenvalue 

𝜆𝑚𝑖𝑛  (𝑅) = 𝜇 ≥ 0
 

Now, in view of the above analysis and taking into account Eq. (37), the derivative of Lyapunov Eq. 

(34) can be obtained as follows: 

𝑉1 ≤ −
𝜀𝜆

1
2𝑚𝑖𝑛  (𝑃)

𝜆𝑚𝑎𝑥  (𝑃)
𝑉
1
2 −

𝜇

𝜆𝑚𝑎𝑥  (𝑃)
𝑉 −

1

𝜂1
(𝑘1.𝑖 − 𝑘1.𝑖

Λ

) 𝑘1.𝑖
Λ
.

−
1

𝜂2
(𝑘2.𝑖 − 𝑘2.𝑖

Λ

) 𝑘2.𝑖
Λ
.

 

−
1

𝜂3
(𝑘3.𝑖 − 𝑘3.𝑖

Λ

) 𝑘3.𝑖
Λ
.

−
1

𝜂4
(𝑘4.𝑖 − 𝑘4.𝑖

Λ

) 𝑘4.𝑖
Λ
.

 

≤ −
𝜀𝜆

1
2𝑚𝑖𝑛  (𝑃)

𝜆𝑚𝑎𝑥  (𝑃)
𝑉
1
2 −

𝛾1

√2𝜂1
|𝑘1.𝑖 − 𝑘1.𝑖

Λ

| −
𝛾2

√2𝜂3
|𝑘2.𝑖 − 𝑘2.𝑖

Λ

| −
𝛾3

√2𝜂3
|𝑘3.𝑖 − 𝑘3.𝑖

Λ

| 

−
𝛾4

√2𝜂4
|𝑘4.𝑖 − 𝑘4.𝑖

Λ

| −
1

𝜂1
(𝑘1.𝑖 − 𝑘1.𝑖

Λ

) 𝑘1.𝑖
Λ
.

−
1

𝜂2
(𝑘2.𝑖 − 𝑘2.𝑖

Λ

) 𝑘2.𝑖
Λ
.

 

−
1

𝜂3
(𝑘3.𝑖 − 𝑘3.𝑖

Λ

) 𝑘3.𝑖 −
Λ
.

1

𝜂4
(𝑘4.𝑖 − 𝑘4.𝑖

Λ

) 𝑘4.𝑖
Λ
.

+
𝛾1

√2𝜂1
|𝑘1.𝑖 − 𝑘1.𝑖

Λ

| +
𝛾2

√2𝜂3
|𝑘2.𝑖 − 𝑘2.𝑖

Λ

| 

+
𝛾3

√2𝜂3
|𝑘3.𝑖 − 𝑘3.𝑖

Λ

| +
𝛾4

√2𝜂4
|𝑘4.𝑖 − 𝑘4.𝑖

Λ

|                      (59) 

According to the Jensen’s inequality, we can get: 

𝑉1 ≤ −𝜒√𝑉 +
1

2𝜂1
(𝑘1.𝑖 − 𝑘1.𝑖

Λ

)2 +
1

2𝜂2
(𝑘2.𝑖 − 𝑘2.𝑖

Λ

)2 +
1

2𝜂3
(𝑘3.𝑖 − 𝑘3.𝑖

Λ

)2 +
1

2𝜂4
(𝑘4.𝑖 − 𝑘4.𝑖

Λ

)2 

  + (𝑘1.𝑖 − 𝑘1.𝑖
Λ

) (
𝛾1

√2𝜂1
−
1

𝜂1
𝑘1.𝑖
Λ
.

) + (𝑘2.𝑖 − 𝑘2.𝑖
Λ

)(
𝛾2

√2𝜂3
−
1

𝜂2
𝑘2.𝑖
Λ
.

) 

+(𝑘3.𝑖 − 𝑘3.𝑖
𝛬

) (
𝛾3

√2𝜂3
−

1

𝜂3
𝑘3.𝑖
𝛬
.

) + (𝑘4.𝑖 − 𝑘4.𝑖
𝛬

)(
𝛾4

√2𝜂4
−

1

𝜂4
𝑘4.𝑖
𝛬
.

)           (60) 

Where 𝜒 = 𝑚𝑖𝑛(
𝜀𝜆

1
2𝑚𝑖𝑛  (𝑃)

𝜆𝑚𝑎𝑥  (𝑃)
, 𝛾1, 𝛾2) 

Let us definite: 

𝜑 = (𝑘1.𝑖 − 𝑘1.𝑖
Λ

) (
𝛾1

√2𝜂1
−
1

𝜂1
𝑘1.𝑖
Λ
.

) + (𝑘2.𝑖 − 𝑘2.𝑖
Λ

) (
𝛾2

√2𝜂3
−
1

𝜂2
𝑘2.𝑖
Λ
.

) 

+(𝑘3.𝑖 − 𝑘3.𝑖
Λ

)(
𝛾3

√2𝜂3
−

1

𝜂3
𝑘3.𝑖
Λ
.

) + (𝑘4.𝑖 − 𝑘4.𝑖
Λ

)(
𝛾4

√2𝜂4
−

1

𝜂4
𝑘4.𝑖
Λ
.

)              (61) 
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In order to achieve finite time, converge, we have to assume 𝜑 = 0. Then, the adaptation of gains 

𝑘1.𝑖
𝛬
.

, 𝑘2.𝑖
𝛬
.

, 𝑘3.𝑖
𝛬
.

, 𝑘4.𝑖
𝛬
.

 can be obtained as follows: 

{
 
 

 
 𝑘1.𝑖

Λ
.

= 𝛾1√
𝜂1

2

𝑘4.𝑖
Λ
.

= 𝛾4√
𝜂4

2

                              (62) 

{
 
 

 
 𝑘2.𝑖

Λ
.

= 𝛾2√
𝜂2

2

𝑘3.𝑖
Λ
.

= 𝛾3√
𝜂3

2

                              (63) 

By selecting 𝜃 =
𝛾4

𝛾1
√
𝜂4

𝜂1
, 
𝛾2

𝛾3
= 2√

𝜂3

𝜂2
, Eq. (57) and Eq. (62), Eq. (60) and Eq. (63) coincide 

respectively. It is worth noting that for the finite tine convergence 𝑘1.𝑖
𝛬

, 𝑘2.𝑖
𝛬

 must satisfy inequality 

Eq.(58) and Eq.(60) ,it means that 𝑘1.𝑖
𝛬

 is supposed to increase in according with Eq.(60) until Eq.(58) 

is met that guarantee the positive definiteness of the matrix 𝑄, after that the finite convergence is 

guaranteed according to Eq.(62). Also, as soon as the sliding variable S and its derivative converges 

to zero, it does not make sense to increase by making. Therefore, we obtain the gain-adaptation law, 

theorem is proven. 

4. Simulation results 

Relevant simulation experiments conducted using MATLAB/Simulink to verify the control 

performance of the proposed method. 

In order to verify the controller performance proposed in this paper, as well as the robustness of the 

controller to the overhead crane parameter and the control requirement, The simulation is carried out 

in following three cases. 

4.1 Comparison with existing methods 

Consider the overhead crane system described in(25)with the nominal parameter 𝑀 = 26.7𝑘𝑔, 𝑚 =
2𝑘𝑔, 𝑔 = 9.81𝑚/𝑠2, 𝑥0 = 0𝑚, 𝑙0 = 0.1𝑚 stand for initial value of the trolley position and rope 

length respectively, while the desired value is set to 𝑥𝑑 = 1𝑚, 𝑙𝑑 = 0.8𝑚. The parameters of  the 

reference model in Eq.(43) are set as 𝑘11 = 𝑘12 = 30, 𝑘21 = 𝑘22 = 0.01, 𝑎1 = 𝑎2 = 0.05, 𝑏1 =
𝑏2 = 1, 𝑞1 = 3, 𝑞2 = 3; The parameters of the controller in Eq.(30) are set as 𝑘31 = 𝑘32 = 10, 

𝑘41 = 𝑘42 = 1, 𝑘51 = 𝑘52 = 0.05; External disturbance 𝑑 = [cos(9𝑡),0.8 𝑐𝑜𝑠( 8𝑡)]𝑇. 

The proposed method is compared with adaptive dynamic sliding mode control (ASMC) in [19], and 

a sliding mode control (SMC) law with exponential approach law is defined as follows: 

𝑢𝑠𝑚𝑐 = −𝐺
−1(𝑧)[𝐹(𝑧) − 𝑧̈𝑑 + 𝛽𝑠𝑒̇𝑟 + 𝜌𝑠𝑒̇𝜃 + 𝑒̈𝜃 + 𝑘𝑠𝑆 + 𝜂𝑠𝑠𝑖𝑔𝑛(𝑆)] 

Where 𝛽𝑠 = 𝑑𝑖𝑎𝑔(𝛽𝑠1, 𝛽𝑠2), 𝜌𝑠 = [𝜌𝑠1, 0]
𝑇 are the matrices of the parameters to be designed and 

𝛽𝑠𝑖 ∈ 𝑅
+ ;  𝑖 = 1,2. 𝜌𝑠𝑖 ∈ 𝑅

+ ;  𝑖 = 1. 𝑘𝑠 = [𝑘𝑠1, 𝑘𝑠2]
𝑇  represent control gains and 𝑘𝑠𝑖 ∈ 𝑅

+ ; 𝑖 =
1,2, 𝜂𝑠 = [𝜂𝑠1, 𝜂𝑠2]

𝑇 are switching gains and 𝜂𝑠𝑖 ∈ 𝑅
+ ; 𝑖 = 1,2. The parameter of SMC controller 

is set as: 

𝛽𝑠1 = 0.55, 𝛽𝑠2 = 0.7, 𝜌𝑠1 = 2.1,𝑘𝑠1 = 1, 𝑘𝑠2 = 1, 𝜂𝑠1 = 0.5, 𝜂𝑠1 = 0.5 

Simulation results of the three controllers are shown in Fig. 3 

As can be seen from Fig. 3(a) and (b) that the trolley moves to the desired position 𝑥𝑑 = 1𝑚 at 

approximately 7.7 sec without any overshoot while the swing angle 𝜃 converges to the minimal 

neighborhood of zero. In Fig3. (b), although the range of the swing angle get increasing owing to the 
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trolley speed increasing compared with adaptive dynamic SMC method, using the proposed method 

makes the convergence of speed of the swing angle 𝜃 faster. Fig. 3(d) and (e) show the control force 

𝑢 is rather smooth, and the chattering phenomenon gets constrained effectively by using the proposed 

control law. 

 

 

 

Fig. 3 Simulation results of different methods 

 

4.2 Robustness verification against parameter uncertainties 

In order to verify the robustness of proposed method, the overhead crane system parameter values 

changing as following two arbitrary sets of parameters. All the parameter values in this simulation 

study are kept as same as that in last simulation case except that the payload mass and trolley mass. 

The simulation results are depicted in Fig.4. 

Case 1: Parameter uncertainties. The model parameters are changed to𝑀 = 5𝑘𝑔 , 𝑚 = 2𝑘𝑔 , 

respectively, while the nominal values remain 𝑀 = 2𝑘𝑔, 𝑚 = 0.8𝑘𝑔 

Case 2: Two different transportation task. The initial and desired positions for crane system are 

changed to 𝑥0 = 0.01𝑚, 𝑙0 = 0.2𝑚, 𝑥𝑑 = 1.2𝑚, 𝑙𝑑 = 1𝑚 (and 𝑥𝑑 = 1.5𝑚, 𝑙𝑑 = 1.2𝑚) 

Limited by the paper length, the figures for the control inputs are not provided in Figs.4,5, since they 

are very similar with those in the first set of simulations. 

The simulation results are shown in Fig.4. It can be seen from Fig.(a), (b)and(c) that, even under 

various parameter uncertainties, the proposed method still acquires great control performance, namely, 

the trolley accurately reaches the targeted position with no angle swings. Furthermore, from the 

results in Fig 5. (a), (b)and(c), it is concluded that the simulation carried out intentionally in Case 2 
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further verifies the proposed method’s adaptability to different control objective. In short, as shown 

in simulation experimental results, the proposed controller has great robustness against model 

parameter uncertainties and different control objectives. 

 

 

Fig.4 Simulation results: test of parameter uncertainty 
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Fig. 5 Simulation results: test of a different transportation task 

5. Conclusion 

This paper proposed an integral sliding mode controller for 2-D under-actuated cranes with time 

varying reference model, which achieves precise trolley positioning, with improved transient 
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performance on swing suppression. The proposed controller and the corresponding stability analysis 

are derived directly from the system’s original nonlinear model instead of a linearized model around 

the equilibrium point. Simulation results are provided to validate the effectiveness of the proposed 

controller. Consider input saturation in future work. 
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