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Abstract 

Pedestrian detection is the hot spot and difficult point in computer vision research, the 
main pedestrian detection technologies and research status at home and abroad were 
summarized in this paper. In this paper, first of all, pedestrian detection technologies 
were divided into traditional detection methods and detection methods based on deep 
learning, the main contents and application scopes of these methods were analyzed and 
compared, then the advantages and disadvantages of various detection methods were 
summarized, finally, the future of pedestrian detection technologies were forecasted. 
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1. Introduction 

With the rapid development of computer technology, target detection [1] has become the research hot 

spot in the field of computer vision [2], and it has been widely used in national security, human-

computer interaction [3] and information security. Pedestrian detection belongs to a type of target 

detection, and it is widely used in the intelligent monitoring, security, and assisted driving, etc. The 

tasks of pedestrian detection include two parts: target classification and target positioning, namely 

judging whether the image contains pedestrians, and finding out where the pedestrians are (region of 

interest, ROI), and use external rectangle frame. 

According to whether it is necessary to manually extract features in the pedestrian detection algorithm, 

the detection algorithm can be divided into traditional methods and target detection algorithm based 

on deep learning [4]. Traditional methods have low requirements on computer hardware and are 

suitable for scenes where high-performance computers are not configured. On the other hand, when 

the pedestrian target is too small to extract enough features for learning, traditional methods can also 

identify pedestrians well [5]. The pedestrian detection algorithm based on deep learning solves the 

shortcomings of traditional target detection sliding window selection and manual feature extraction, 

the target detection accuracy and real-time performance are greatly improved by introducing self-

learning target features of convolutional neural network (CNN) [6], area candidate frames or direct 

regression methods. In this paper, the traditional methods of pedestrian detection and the detection 

algorithm based on deep learning were introduced, respectively; finally, the existing problems in the 

field of pedestrian detection were summarized and developed. 

 

 

Fig. 1 The general sequence of the main modules in the pedestrian detection task 
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2. Traditional Pedestrian Detection Methods 

Generally speaking, the frameworks of traditional pedestrian detection methods are divided into the 

following main parts, as shown in Fig.1: image preprocessing, selection and segmentation of region 

of interest (ROI), feature extraction [7], classification. 

First, the input video image is preprocessed to improve the success rate of follow-up work. 

Then, the region of interest (ROI) is acquired by the multi-scale sliding window method [8]. In order 

to reduce the number of ROI windows, the temporal difference method, background difference 

method, or target object information can be used. First, for the temporal difference method, the 

moving target will change the pixels in certain areas of the two adjacent frames of the video, the 

moving target in the video can be found out by making the difference among the pixels of the two 

adjacent frames. Second, the background difference method is based on the image difference method, 

which can realize fast segmentation of moving targets in complex backgrounds. The original image 

is preprocessed by median filtering, combined with the idea of background and temporal difference 

method, and the improved Surendra algorithm is used to quickly extract and update the background 

image, then ROI can be extracted more effectively [9]. Third, using the target object information, 

such as the edge information of the input image [10], it can also effectively segment the target and 

extract ROI. 

After that, feature extraction mainly uses manual selection. The features of pedestrian detection are 

mainly divided into three categories: gradient, color, and outline, specifically include Haar-like [11] 

feature, shape context [12], Edgelet operator of head and shoulder detection [13], histogram of 

gradient(HOG) [14], and depth information [15], etc. Among them, HOG (Histogram of Oriented 

Gradients) is the most widely used pedestrian feature descriptor at present. The HOG feature 

constitutes the features by calculating and counting the histogram of gradient of the local area of the 

image, and it can still effectively describe the edge features of the human body when the illumination 

changes and the target deviate very small. Dollar [16] compared several pedestrian detection methods 

at the highest level at present, and findings indicated that no single feature can exceed HOG. In 

allusion to the detection limitations of HOG in the case of unclear pedestrian target outline, etc., some 

scholars choose to take local binary mode LBP [17], motion features [18], color features [19] and 

posterior features of sample universality [20] as additional feature to combine with the HOG operator, 

and provide effective supplementary information. Wojek [21] combines multiple features to train a 

new detection model, although its performance exceeds various single detection operators, it still 

cannot meet the detection requirements in scenes where pedestrian targets are severely overshadowed.  

In addition to the above features, pedestrian features also include scale invariant feature transform 

(SIFT) feature [22], Gabor feature, DPM feature [23] and so on. 

The commonly used classifiers are support vector machine (SVM) [24] and AdaBoost [25]. The 

extracted HOG features combines the algorithm composed of SVM classifier, which has been widely 

used in the field of image processing target recognition, especially good results have been obtained 

in pedestrian detection [26], and it is also widely used in engineering projects. 

3. Pedestrian Recognition Technology Based on Deep Learning Methods 

The concept of deep learning was proposed by Hinton in 2006, deep learning has been widely used 

in recent years, and it has been widely used in computer vision, speech recognition, and natural 

language processing. The target detection algorithms based on deep learning use CNN replace the 

traditional manual feature selection, which can be divided into the two-stage target detection 

algorithm and the single-stage target detection algorithm. The two-stage detection algorithm treats 

the object detection in accordance with classification problem, first, the region containing the object 

is generated, and then the candidate region is classified and calibrated to obtain the final detection 

result. The single-stage detection algorithm directly gives the final detection result; there is no explicit 

step of generating candidate frames, the main representative algorithm is the YOLO algorithm. 
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3.1 Two-stage target detection algorithm 

3.1.1 R-CNN model 

The R-CNN model proposed by Girshick R et al. made the target detection accuracy of the PASCAL 

VOC 2010 dataset increased by 18.6% [27], and it became the pioneering work of the follow-up R-

CNN series of target detection. The framework process of R-CNN is shown in Fig.2, first, selective 

search is used to extract about 2,000 candidate frames; then the extracted candidate frames are 

preprocessed to the same size, and send them to the Alex-Net network for regional feature extraction; 

finally, the regional features extracted by CNN are classified and frame calibrated by SVM. The 

performance of the R-CNN algorithm is greatly improved in comparison with the traditional 

algorithm, but there is also a serious time-consuming of candidate frames generated by SS algorithm, 

tailoring will cause disadvantages: loss of information or the introduction of too much background, 

the large amount of repetitive calculation of convolution features, network training need to be carried 

out in steps. 

 

Fig. 2 R-CNN model 

3.1.2 Fast R-CNN model 

In 2015, Ross G et al. [28] proposed Fast R-CNN target detection algorithm. This algorithm combined 

SPP-Net to improve R-CNN, used the VGG16 backbone network replace the Alex-Net network, 

simplified the pyramid pooling layer in the SPP algorithm to a single scale, so that all layer parameters 

can be adjusted, changed the SVM classifier to the Soft Max classifier, introduced multi-task learning 

mode, and solved the problem of classification and location regression simultaneously. Compared 

with R-CNN and SPP-Net, Fast R-CNN integrates many steps into one model, the training process is 

no longer conducted step-by-step, reduces disk space usage, and accelerates training while improving 

network performance. But the shortcoming of Fast R-CNN is that it still needs special algorithm for 

generating candidate frames. 

3.1.3 Faster R-CNN model 

In 2015, the Ross Girshick team proposed Faster-Rcnn based on Fast-Rcnn, simple network target 

detection (ZF model) can reach 17f/s frame rate in speed, and the accuracy rate on the PASCAL VOC 

data set is 59.9%; the frame rate of complex networks is around 5 f/s, and the accuracy can reach 

78.8% [29]. 

3.2 YOLO algorithm 

The two-stage target detection algorithm has greatly improved the detection success rate, but still has 

the disadvantages of many training parameters and long training time. The YOLO v1 [30] algorithm 

based on regression directly uses a CNN complete classification and regression tasks simultaneously. 

However, because the YOLO v1 algorithm takes each lattice as the center point, it has the problem 

of low accuracy and low detection accuracy for small-scale objects and densely arranged objects. In 

order to overcome the problem of fast detection speed but low detection accuracy of YOLO v1, the 

YOLO v2 [31] algorithm introduced BN (batch normalization), multi-scale training, anchor frame 

mechanism and fine-grained features to improve the YOLO v1 algorithm. On the basis of YOLO v2, 

the YOLO v3 [32] algorithm uses a better backbone network, multi-scale prediction and 9 anchor 

frames for detection, it makes the detection algorithm more accurate while ensuring real-time 
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performance. YOLO v4[33] has been modified in the four major sections: YOLO v3's input, 

BackBone backbone network, Neck, and Prediction, which improves the detection accuracy of 

blocked targets. On the COCO data set, when the detection speed is 83FPS, the AP value of YOLO 

v4 reaches 43%, which is 10% higher than that of YOLO v3. 

4. Summaries and Prospect 

The adaptive detector can be designed for traditional pedestrian detection methods. In special scenes, 

especially in monitoring situations where the camera is stationary, how to use incremental learning, 

online learning and other algorithms to migrate the general pedestrian detector to the special scene, 

improving the performance of pedestrian detectors through self-learning in the detection process will 

be the focus of future research. 

The detection method based on deep learning, the two-stage target detection algorithm and single-

stage target detection algorithm are the mainstream frameworks based on deep learning target 

detection currently. Compared with the single-stage target detection algorithm, the advantages of two-

stage target detection algorithm are higher accuracy in positioning and detection rate, the anchor 

frame mechanism is used to consider regions of different scales to improve target detection 

performance. But its disadvantages are slow speed and long training time. Compared with the two-

stage target detection algorithm, the advantages of single-stage target detection algorithm are fast 

speed and can learn the generalized features of the object, but the disadvantages is low accuracy of 

positioning and detection rate, and the detection effect of small objects is not good. The target 

detection algorithms based on deep learning have greatly improved their accuracy and real-time 

performance in comparison with traditional detection algorithms; however, due to the complexity and 

variability of real scenes, it still faces many problems. How to reduce the influence of complex 

background on target detection and how to reduce the accuracy decline caused by the change of target 

scale and shape has become hot spots in the field of target detection. 

Future research on pedestrian detection technologies will continue to face the following problems: 

blocking problems and multiple viewing angles. A stable pedestrian detection must work in severe 

weather conditions (such as rain and snow, etc.), the system must be able to accurately detect partially 

blocked, low-resolution, long-distance pedestrians carrying large areas of objects, and maintain low 

errors report rate. In order to solve this problem, the pedestrian test database specifically for blocking, 

low resolution and long distance can be established. In addition, multi-cameras or depth information 

can be used to detect pedestrians, and the posture-based pedestrian detection technology in multi-eye 

vision can be explored. In short, pedestrian detection is the core difficult problem in the field of 

computer vision today, its solution has important theoretical significance and good application 

prospects, and it has also attracted a large number of researchers to invest in this field. Although 

certain results have been achieved, effective solutions to pedestrian detection problems in real 

complex scenes need further research. 
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