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Abstract 

With the rapid development in the field of cloud computing, the Internet of Things, and 
big data, the massive amounts of data generated from network access points, networked 
devices, and network applications have brought huge difficulties and challenges to 
cyberspace security. Machine learning, as an important tool of artificial intelligence, has 
strengthened the combination of human and machine, which aims at mining and solving 
problems. It this context, it is necessary to take cybersecurity as the background and pay 
attention to in-depth discussion of machine learning and technical issues of 
cybersecurity. In this review work, it firstly elaborates the application of machine 
learning technology in cyberspace security research. Then it focuses on the solutions of 
machine learning in the field of cyberspace security, focusing on analyzing and 
summarizing the security features and commonly used machine learning algorithms in 
these solutions. Finally, it summarizes the existing problems, as well as the future 
development direction and challenges of machine learning technology in cyberspace 
security research. 
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1. Introduction 

Cyberspace includes not only hardware and software such as the Internet, communication networks, 

various computing systems, various embedded processors and controllers, but also various data or 

information generated, processed, transmitted, and stored by these hardware and software, as well as 

the impact of human activities in it [1]. Nowadays, cyberspace development has been increasing 

rapidly due to the growth in the area of cloud computing, big data, Internet of Things, and software-

based network. At the same time, countless network equipment and applications, and explosive 

network data, make the network environment increasingly complex and bring huge hidden dangers 

to cyber security [2]. The security of cyberspace not only affects the development of the national 

economy, but also affects social stability and national security. Therefore, cyberspace security (also 

named cyber security) has received extensive attention from the government, academia, and industry.  

Facing the current situation of cyber security, traditional security technology appears inefficient and 

rigid. Manual analysis methods that rely on experience cannot discover and deal with 0-day 

vulnerabilities in real time [3]. Intrusion detection methods based on fixed rule matching cannot 

effectively cope with increasing network traffic, changing network environments, and evolving 

network technologies [4]. It is difficult to deal with high-dimensional data, poor performance, low 

self-adaptation and generalization capabilities, and unable to detect unknown network attacks [5]. As 

the cyber security situation continues to be severe, facing more complex security issues and explosive 
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growth of network data, this has put forward new requirements for cyber security research, and 

research can cope with massive data, diverse services, and rapidly evolving network environments to 

meet detection performance. The cyber security technology that requires self-adaptability and 

generalization has quickly received widespread attention from all walks of life. 

In recent years, machine learning has been heated research topic and applied to various fields [6-9]. 

From the early Google Brain to the recent emergence of technologies such as Google AlphaGO [10] 

and unmanned driving [11], people have refreshed their understanding of machine learning and 

continuously opened up new areas of machine learning applications. As early as the 1980s, 

researchers applied machine learning to cyber security research, but due to the limitations of the 

conditions at the time, machine learning did not receive much attention from researchers [12]. With 

the application of communication, big data, cloud computing and other technology applications, and 

the continuous improvement of data search, storage and processing capabilities, machine learning 

uses a large amount of empirical data to improve the performance of the system itself by extracting 

useful information from massive amounts of big data, providing new ideas for solving current 

network security problems [13-16]. Therefore, applying machine learning to cyber security has very 

important research value and practical significance. 

This work will sort out the current research status of cybernetwork security based on machine learning. 

At the same time, it will analyze the main problems existing in existing research and their reasons, 

and provide support for the subsequent research. The remaining of this work is organized as follows. 

Section 2 introduces the application procedure of machine learning in the field of cyber security. 

Section 3 extracts the related previous work on the application of machine learning in cyber security. 

Section 4 summarizes the whole article and analyzes the future prospects and challenges of applying 

machine learning in cyber security. 

2. Application procedure of machine learning in cyber security 

Generally, machine learning is considered as a set of algorithms that can use empirical data to improve 

the performance of the system itself. This work summarizes the general application process of 

machine learning from the perspective of applying machine learning technology to cyber security. As 

shown in Fig. 1, the general application procedure of machine learning in cyber security research 

mainly includes problem abstraction, data collection, and data preprocessing. And the six stages of 

security feature extraction, model construction, model validation and evaluation. In the entire 

application process, each stage cannot exist independently, and there is a certain correlation between 

each other.  

 

Fig. 1 Typical application procedure of machine learning in cyber security. 
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The abstraction of security issues refers to the abstraction of cyber security issues into categories that 

can be handled by machine learning algorithms, such as classification, clustering, and dimensionality 

reduction [17]. Whether the problem mapping is appropriate or not is directly related to the success 

of machine learning technology in solving cyber security problems. Detection of inferior chips or 

hardware Trojan horses, detection of fake base stations, virtualization security, credit card fraud, etc. 

can all be abstracted as classification problems; device identity authentication, social network 

abnormal account detection, network intrusion detection, etc. can be abstracted as clustering problems; 

user identity authentication, forensic analysis, online public opinion, etc. can be abstracted as 

classification problems or as clustering problems. When it comes to the processing of high-

dimensional data, it can be abstracted as a dimensionality reduction problem. For example, in device 

identity authentication and malicious webpage recognition, since the data dimension is too high, 

principal component analysis algorithms can be used to perform dimensionality reduction operations 

on the data [17]. 

Data collection and its preprocessing refer to the collection of raw data and numerical processing. 

Machine learning based cyber security research requires a large amount of security data containing 

effective information, and the data directly obtained in the actual network environment may contain 

many repetitive or missing content. To ensure the quality of the data and the effect of the model, it is 

necessary to use methods such as cleaning and normalization to process the data in advance. Data 

preprocessing uses statistical methods to analyze the data, and then cleans the abnormal or missing 

data in the data set, and finally use the normalization method to process the data. In addition, there is 

also the case of unbalanced data. Due to the quantitative difference between normal samples and 

abnormal samples, it is easy to have a greater impact on the effect of machine learning algorithms, 

such as bank card fraud detection [18], malicious traffic detection [19], mobile terminal Trojan 

detection. There are far more normal samples than malicious samples, and the detection effect of the 

directly constructed machine learning model is usually not ideal. Therefore, it is usually necessary to 

use oversampling and undersampling methods to construct a balanced data set to deal with the 

problem of unbalanced data. In addition to the collected data, there are some open-source datasets in 

cyber security field, as shown in Table 1. 

 

Table 1. Open-source datasets in the field of cyber security 

Number Name of dataset Description 

1 DARPA Intrusion Detection Data Sets Cyber intrusion detection data set from 1998-2000 

2 UCI’s Spambase Spam email data set 

3 Honeynet Project Challenges Cyber-attack behavior data set 

4 Internet Traffic Archive Network packet data set, containing routing information 

5 DMOZ Open Directory Project URL address set 

6 Phish Tank URL address set of phishing website 

 

Feature election refers to extracting identifying information from a sample that can reflect the nature 

of safety issues. Extracting effective features can greatly improve the quality and efficiency of 

detection, so it is necessary to study the methods of extracting effective features from massive data. 

Al-Rousan et al. [20] adopted the Markov method to model the BGP protocol, and then used the 

support vector machine algorithm to extract message features, and the detection accuracy of abnormal 

BGP reached 81.5%. Cheng et al. [21] extracted 33 traffic characteristics from the time characteristics 

of network traffic and historical traffic characteristics based on the time series analysis method, and 

constructed a network anomaly detection model based on LSTM. The recognition accuracy obtained 

was 10% higher than that of SVM [22], Bayes [23] and AdaBoost [24] method. 

The model construction is the core step of the application of machine learning in network security. 

The construction and solution methods of the detection model are mainly studied in combination with 

the problem objectives. The principle of network anomaly detection is to create a normal behavior 

pattern. During each detection process, the detected pattern is compared with the normal pattern. If 
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the behavior is significantly different from the normal pattern, it is considered an abnormality. Based 

on the principle of decision tree and rough set, Li et al. [25] first selected 37 features of BGP in the 

public routing data set, and generated 3 feature sets of different sizes, and then used decision tree and 

ELM algorithm [20] to compare 3 features. A classifier is constructed from a feature set, and its 

accuracy in identifying BGP abnormal routes reaches 80.08%. Based on the work of Barford et al. 

[26], Kim et al. studied the IP packet data at the router exit through wavelet analysis, and found that 

when the characteristic value is greater than a given threshold, it can be regarded as abnormal traffic. 

Galeano et al. [27] used the ARMA model for anomaly flow detection. First, a regression model based 

on the data sequence was established, and then the residual was used to process the test set. 

Model verification and evaluation, mainly to detect the detection effect of the model, specifically 

refer to performance, efficiency, generalization level, etc. For different detection targets, different 

indicators need to be used for evaluation: in the chip detection [28], malware detection [9] and other 

issues, the commonly used indicators [17] include accuracy, precision and recall ; in problems such 

as hardware Trojan detection, anomaly detection [29], network intrusion detection [30], the false 

positive rate [17] (FPR), false negative rate [17] (FNR) and f1-meaure (F1M)  are often used [17] to 

measure the generalization ability of the model; in the authentication field, the false recognition rate 

[17] (FAR) and rejection rate [17] (FRR) are often used for model evaluation. 

3. Practical application of machine learning in cyber security 

Based on the above content, this section summarizes the network security research work based on 

machine learning in recent years according to the research scope, and organizes the following main 

contents. 

3.1 System security 

System-level security research, focusing on system security of computing unit, including system 

software security, chip security, and hardware security. In terms of system software security, security 

applications based on machine learning mainly include vulnerability analysis and mining [31-34], 

malicious code analysis [35-38], user authentication [39,40], and virtualization security [41]. In terms 

of system hardware security, machine learning is mainly used to solve identity authentication [42,43], 

side channel attacks [44], pseudo base station detection [45] and other issues. As for chip security, 

researchers utilize side channels, fingerprints, images and other information [17], combined with 

machine learning methods, to solve hardware Trojan horses [46,47], chip property rights protection 

[48] and other issues. According to the aforementioned work, this review article summarizes the 

relevant application of machine learning in cyber security at the system level as shown in Table 2. 

 

Table 2. Application of machine learning in the system level of cyber security. 

System security Problems Abstraction 
Machine learning 

methods 
Ref. 

Chip security 
Inferior chip detection Classification SOA, PCA, ANN [48] 

Hardware Trojan horses 
Classification, clustering, 

dimensionality reduction 
KNN, ANN, SVM [46,47] 

Hardware 
security 

Identity authentication 
Clustering, dimensionality 

reduction 
SOA, PNN, SVM [42,43] 

Side channel attacks Classification, clustering 
PCA, SVM, Random 

Forest 
[44] 

Pseudo base station detection Classification ANN, SVM [45] 

Software 

security 

Vulnerability analysis and mining Classification, clustering PCA, RNN, SVM 
[31-
34] 

Malicious code analysis Classification, clustering SVM, Adaboost, KNN 
[35-
38] 

User authentication Classification, clustering 
SVM, KNN, DNN, 

LSTM 
[39,40] 

Virtualization security Classification, SVM [41] 
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3.2 Network security 

Network-level security is an important part of cyber security, including network infrastructure 

security, traffic detection and other related research. In terms of network infrastructure security, 

routing security and domain name security are the current research focus in the security field. In 

recent years, machine learning-based BGP routing detection [49,50] and DNS malicious domain 

detection [51] have achieved certain results. In terms of network traffic detection, it mainly extracts 

the characteristics of traffic or messages and uses machine learning to analyze the network security 

environment to detect potential dangers or malicious attacks that are occurring. Current research 

based on machine learning focuses on Botnet detection [52-54], network intrusion detection [55-57] 

and unknown traffic detection [58]. Based on previous study, this review article summarizes the 

relevant content of machine learning in the network layer security as shown in Table 3. 

 

Table 3. Application of machine learning in the network level of cyber security. 

Network security Problems Abstraction Machine learning methods Ref. 

Network 
infrastructure 

security 

BGP routing detection Classification, clustering SVM, ANN [49,50] 
Malicious domain 

detection 
Classification, clustering Random forest [51] 

Network traffic 

detection 

Botnet detection Classification, clustering SVM, Random forest 
[52-
54] 

Network intrusion 
detection 

Classification, clustering ANN, SVM, Bayesian 
[55-
57] 

unknown traffic detection Classification, clustering Logistic regression, Random Forest [58] 

 

3.3 Application security 

Application-level security research mainly includes network application software security and social 

network security. In terms of network application software security research, the security issues of 

Email, Web and PDF are the current research focus. The current application software security 

research based on machine learning includes spam email detection [59], fake URL detection [60] and 

abnormal document detection [61,62]. In terms of social network security research, research related 

to machine learning includes abnormal social account detection [63,64], public opinion analysis [65], 

electronic forensics [66] and network fraud detection [67]. Based on previous work, this review article 

summarizes the relevant content of machine learning in application layer security as shown in Table 

4. 

Table 4. Application of machine learning in the application level of cyber security 

Network security Problems Abstraction 
Machine learning 

methods 
Ref. 

Application 
software security 

Spam email detection 
Classification, dimensionality 

reduction 
SVM, ANN [59] 

Malicious web detection 
Classification, clustering, 
dimensionality reduction 

Decision tree, Random 
forest, SVM 

[60] 

Abnormal document detection Classification SVM, Decision tree [61,62] 

Social network 
security 

Abnormal social account 
detection 

Classification, clustering, 
dimensionality reduction 

PCA, SVM, Random 
forest 

[63,64] 

Network fraud detection Classification 
ANN, SVM, Decision 

tree 
[65] 

Electronic forensics 
Classification, dimensionality 

reduction 
Logistic regression, 

ANN, SVM 
[66] 

Public opinion Classification, clustering KNN, SVM [67] 

 

4. Conclusions and prospects 

In the rapidly developing cyberspace, there are a large number of cyber security problems to be solved. 

It is this actual cyber security application requirement that has prompted researchers to apply classic 

machine learning algorithms to the field of network security. In recent years, cyber security research 
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based on machine learning technology have continuously appeared in various reports and documents. 

These researches have achieved good results in solving cyber security problems. Many machine 

learning algorithms have highlighted their solutions to cyber security maladies. However, the current 

technical solutions cannot fully meet the application requirements of cyber security. There are some 

problems that are difficult to solve and can be further researched. Using machine learning technology 

to solve cyber security problems is still a challenging task. While solving network security problems, 

machine learning itself also has certain difficulties. Therefore, how to choose a suitable machine 

learning algorithm to effectively solve cyber security problems requires further in-depth research. 

Subsequent research mainly focuses on three aspects: actual network data collection, unknown 

protocol feature extraction, and construction of adaptive incremental model. By collecting real 

security information from the actual network, extracting features from unknown protocol network 

data, adaptive and augmented detection model can be constructed to accommodate the characteristics 

of the actual network and detect the attacks in it, so as to better realize the application of machine 

learning-based cyber security research in the real environment. 
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