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Abstract 

Of the normal operation of transformer sound contains a large amount of state 
information, in order to solve the problems of the substation environment noise, this 
paper uses the blind source separation algorithm based on independent component 
analysis, wavelet packet decomposition after butterworth band-pass filter to filter the 
two methods was carried out on the voice from the collection of transformer substation 
noise reduction processing, good reduction when the normal operation of transformer. 
In order to extract pd fault features of transformer effectively, Gammatone Filter 
Cepstral Coefficient (GFCC) was used as feature parameter, and one-dimensional 
Convolutional Neural Networks (CNN) was used as deep learning model, and extracted 
GFCC parameters were used as training data to train the model. The final results show 
that the transformer partial discharge fault identification model designed in this paper 
has a good identification effect, and the accuracy can reach more than 95%, which 
provides a new idea for power transformer fault detection. 
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1. Introduction 

Power transformer is a very important and key part of the power system, which undertakes the 

important mission of power transformation, transmission and distribution. To ensure the normal 

operation of power transformer and improve its safety and stability is of great concern to the power 

sector [1]. In this context, it is of great significance to carry out transformer condition monitoring and 

fault diagnosis research to ensure the safe and reliable operation of transformer and power system. 

Dissolves Gas Analysis (DGA) and vibration signal Analysis are widely used in transformer fault 

diagnosis. In terms of DGA diagnosis, Support Vector Machine(SVM) technology is applied to oil-

soluble Gas state classification in literature [2]. In literature [3], the relationship between Lyapunov 

index and zero was used to determine the effectiveness of oil chromatography monitoring device, and 

the optimal time delay was used to determine the time point of abnormal occurrence. Literature [4] 

uses weighted comprehensive loss function in DGA fault diagnosis method based on deep learning. 

In the use of vibration signal diagnosis: Literature [5] proposed a vibration sensor array to avoid 

vibration misjudgment caused by current fluctuation during single point measurement; In literature 

[6], LDA projection algorithm was used to process the vibration signal of iron core loosening, and 

the fault diagnosis of iron core loosening was realized. According to the changes in fundamental 

frequency, frequency and amplitude of transformer vibration signal when the transformer core and 

winding are loose, the literature [7] identifies whether there is a transformer fault, and divides the 

fault types into loose fault and fault fault. However, both of these methods have certain defects. The 
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diagnosis method based on DGA takes a long period of time, and has such problems as too absolute 

limit of characteristic gas ratio, incomplete coding and weak discrimination of fault features, which 

affect the fault diagnosis effect [8, 9]. 

The audio signal covers a wide range and does not need to contact the transformer box directly during 

collection, which is a non-contact measurement. No electromagnetic signal is generated during signal 

collection and will not interfere with the normal operation of the equipment. The cost of audio 

acquisition equipment is generally low, the collected data is easy to be unified, and the data analysis 

space is large after noise reduction, so it has gradually become a hot spot of transformer status 

monitoring and analysis. Literature [10] proposed a transformer fault diagnosis technology based on 

vibration signal and sound pattern imaging, and completed the fault diagnosis of 110kV transformer. 

In reference [11], the auditory feature vector SMVBMDR extracted from the complete human ear 

centralized parameter model was combined with the improved SVM to achieve transformer fault 

diagnosis. 

In this paper, the transformer audio signal diagnosis method is used to realize transformer fault 

diagnosis. Firstly, the transformer audio signals are classified according to the types of background 

noise in the collected transformer audio signals, and then blind source separation and wavelet packet 

decomposition and filtering are used to reduce the noise. Secondly, the human ear model was 

considered and the characteristic parameter GFCC with better feature expressiveness and anti-

interference was extracted. Thirdly, a one-dimensional CNN model is designed to distinguish the 

normal and fault states of transformers and verify the effectiveness of the proposed method.  

2. Transformer audio signal analysis and acquisition 

2.1 Basic characteristics of transformer audio signal 

The rated working magnetic density range of the transformer is usually 1.5~1.8T, in which the 

winding vibration is much smaller than the iron core vibration and can be ignored [12]. In addition, 

in recent years, advanced iron core stacking technology has been adopted to greatly reduce the 

vibration between iron core laminates [13], and glass fiber adhesive tape binding technology has been 

used to greatly reduce the electromagnetic force between silicon steel sheets [14]. Therefore, the 

vibration and sound of transformer mainly depends on the vibration of iron core. After the transformer 

is connected to the alternating current, the magnetic field in the iron core is constantly changing due 

to the influence of the excitation current. The alternating magnetic field causes the magnetic force to 

act on the silicon steel sheet of the iron core, resulting in the vibration of the iron core due to the 

magnetostrictive effect [15]. According to the simplified excitation model, magnetostrictive force 𝐹𝑐 

is: 

𝐹𝑐 =
1

2
∇(𝐻2𝜏

∂𝜇

∂𝜏
) = 𝐹𝑐 𝑚𝑎𝑥  𝑠𝑖𝑛 2 𝜔𝑡                     (1) 

As shown in Formula 1, the magnetostrictive variation period is half of the alternating period of 

electromagnetic field, so the core vibration frequency caused by magnetostriction is two times of 

the fundamental frequency of the power supply. China's alternating current frequency is 50Hz, so 

the iron core produces a vibration of 100Hz, producing a continuous, uniform "buzzing" 

electromagnetic sound. 

2.2 Transformer audio signal acquisition 

In order to complete the research, the author went to a 500kV substation in Hebei Province for field 

data collection and discharge tests in the shielding chamber of the hV hall for many times. Normal 

working audio was collected in the field, and discharge fault audio was collected in partial discharge 

fault experiment. The analog discharge experimental circuit is shown in Figure 1.  

Before the test, test the voltage resistance and partial discharge level of the whole system to ensure 

that the discharge power of the system is normal and does not interfere with the normal operation of 

the system. In this paper, the plate electrode discharge in the insulating oil was simulated in the 

shielding chamber of the high voltage hall. The model of the discharge experimental transformer was 
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25 insulating oil, the discharge electrode was plate electrode, and the discharge gap was set as 5mm. 

In order to ensure the normal operation of the experimental circuit, the test of voltage resistance and 

partial discharge is carried out first to ensure the normal discharge power. During the test, the voltage 

of the plate electrode at both ends of the gap was gradually increased, and the voltage was kept stable 

when the voltage level was 20kV and 25kV, and the partial discharge signals were collected 

respectively. 

AC
R

Transformer oil

A

V

 

Figure 1. Diagram of fault test circuit 

 

3. Transformer audio signal preprocessing 

After collecting and analyzing the audio signals of 500kV substation in the field, this paper classified 

the different interference noises collected according to their characteristics, as shown in Table 1. 

 

Table 1. Interference noise classification 

Interference noise type 
Interference noise 

duration/(s) 

Interference noise frequency 

range/(Hz) 

Bird call (unsteady noise) 0.9~2.5 5000~7000 

Human speech (unsteady noise) 2~8 200~3500 

Sound of rain (short time steady 

noise) 
More than 25 200~3000 

Wind (short-time steady noise) More than 25 20~3000 

 

The interference noise in substation audio collection can be divided into two types, one is unsteady 

noise and the other is short-time steady noise. Different types of interference noise adopt different 

denoising methods. The method of blind source separation is used to eliminate the short duration of 

unsteady noise. For the long duration of steady-state noise, wavelet packet decomposition is used to 

divide each frequency band of the signal more precisely, and then butterworth bandpass filter is used 

to filter to achieve the purpose of noise elimination. 

3.1 Transformer audio signal noise reduction 

For the problem of unsteady noise in this paper, it can be described as a linear instantaneous mixing 

model, that is, ignoring the time of sound propagation, linear superposition and weighted sum of all 

source signals can be used to collect audio signals. In this experiment, 4 microphones picked up audio 

signals at the same time, and each audio signal is the superposition of 2 sound sources, which can be 

expressed as: 

{

𝑥1(𝑡) = 𝑎11𝑠1(𝑡) + 𝑎12𝑠2(𝑡) + 𝑛1(𝑡)

𝑥2(𝑡) = 𝑎21𝑠1(𝑡) + 𝑎22𝑠2(𝑡) + 𝑛2(𝑡)
𝑥3(𝑡) = 𝑎31𝑠1(𝑡) + 𝑎32𝑠2(𝑡) + 𝑛4(𝑡)
𝑥4(𝑡) = 𝑎41𝑠1(𝑡) + 𝑎42𝑠2(𝑡) + 𝑛4(𝑡)

                      (2) 
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For the transformer audio collected in this experiment, the noise during recording is the sound source 

to be separated 𝑆 = (𝑠1, 𝑠2)𝑇, so the above equation can be simplified as:  

𝑋(𝑡) = 𝐴 ∙ 𝑆(𝑡)                               (3) 

In this paper, Fast Independent Component Analysis (FastICA) algorithm based on maximum 

negative entropy is adopted to achieve blind source separation of transformer audio signals, and the 

probability density function in differential entropy calculation is avoided. Entropy approximation 

formula is adopted: 

𝑁𝑔(𝑌) = {𝐸[𝑔(𝑌)] − 𝐸[𝑔(𝑌𝑔𝑎𝑢𝑠𝑠)]}2                      (4) 

After the preprocessing, Z is the matrix of 2,32000, and then FastICA algorithm is used for audio 

separation of the whitened data Z after the preprocessing. The results of bird song separation are 

shown in Figure 2 and Figure 3. 

 

 

Figure 2. Transformer sound in normal operation and unseparated sound (bird call) 

 

 

Figure 3. Separated sound 1 and separated sound 2 

 

Due to limited space, the results after the separation of human speech will not be described here. The 

correlation coefficients before and after separation are compared below. 
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Table 2. Correlation coefficient before and after separation 

Interference noise type Before and after blind source separation Interference noise frequency range/(Hz) 

Bird 
Before 0.6101727364729387 

After 0.9467123859103123 

Human 
Before 0.5273648591237568 

After 0.8123756123859022 

 

It can be seen from the above separation result figure and the correlation coefficient obtained by the 

experiment that the quality of transformer audio data obtained by using FastICA algorithm is greatly 

improved compared with that before separation. 

In this paper, the db4 wavelet basis function is selected to carry out wavelet packet decomposition 

for the normal operation sound of transformer including rain and wind collected. The decomposition 

layer is 2 layers, and the formula is as follows: 

Ω0
0 = Ω0

−1 ⊕ Ω1
−1 = Ω0

−2 ⊕ Ω1
−2 ⊕ Ω2

−2 ⊕ Ω3
−2                   (5) 

According to the transformer sound, rain sound, wind frequency difference design 100~400Hz 

Butterworth bandpass filter. Butterworth filter is selected to ensure that the frequency response curve 

in the passband is as flat as possible without fluctuation. In order to ensure the filtering effect, the 

filter is set to order 8 with band-pass attenuation no more than 3dB and band-stop attenuation no less 

than 20dB 

The experiment uses wavelet packet two-layer decomposition, and the four audio samples generated 

after decomposition are filtered by the 8-order Butterworth bandpass filter designed above. A 30-

second fragment is used in this experiment, as shown in Figure 4, Figure 5, Due to limited space, the 

wavelet packet decomposition results of Fengfeng are no longer displayed. 

 

 

Figure 4. Time-domain waveform of audio filtered by band-pass filter (rain) 
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Figure 5. Comparison before and after noise reduction (rain) 

 

The above two parts of the experiment respectively show that the method of blind source separation 

and wavelet packet decomposition and then filtering can achieve a better noise reduction of the 

collected transformer audio, and the correlation coefficient between the processing and the normal 

operation of the sound has been significantly improved. 

3.2 Feature extraction of transformer audio signal 

There are precedents [17, 18] for integrating characteristic parameters of human ear auditory model 

into transformer audio signal analysis. Currently, the most widely used characteristic parameters are 

Mel-frequency Cepstral Coefficients(MFCC), but triangular filters used in MFCC have energy 

leakage in adjacent Frequency bands. As a result, the simulation effect of frequency division 

characteristics of human ear basement membrane is poor, and the identification effect of MFCC is 

poor in places with strong noise interference [19, 20]. Although noise reduction method can greatly 

reduce noise, it ultimately cannot be solved from the root. 

In this paper, Gammatone Filter Cepstral Coefficient(GFCC) is used to extract transformer audio 

information based on MFCC. Compared with MFCC, the advantages of using GFCC to process 

transformer audio signals are: (1) Using Gammatone filter instead of MFCC triangular wave filter 

can better represent the frequency division characteristics of basement membrane and reduce energy 

leakage. (2) Different from the nonlinear logarithm adopted by MFCC, GFCC performs power 

normalization first and then uses nonlinear power function, which is more in line with the 

compression perception of human auditory nerve. 

In this paper, the audio after noise reduction is divided into frames. The transformer audio signal 

belongs to stable signal, so each frame length is set to 500ms and frame shift to 250ms, so the 1s 

audio is divided into 3 frames. Hamming window is selected to better reflect the frequency 

characteristics of short-time signal. 

4. The experimental results 

CNN is composed of convolution layer, pooling layer and full connection layer, which is usually used 

to process two-dimensional plane data[21]. First by image with different convolution kernels 

convolution operation to achieve the objective of the local feature extraction, CNN use activation 

function in the neurons of the input to the output does not change during the process of mapping 

characteristics of figure size, then pooling layer will merge similar characteristics, reduce the size of 

the convolution output finally use full connection layer output. The audio data studied in this paper 
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belongs to one-dimensional data, so 1D-CNN, which is similar to 2D-CNN principle, is used for 

convolution processing. 

In this paper, Intel Core I7-9750H CPU: 2.60ghz, memory 16G, GPU as NVIDIA GTX1650, 4G 

video memory, operating system as 64-bit Windows 10 system, modeling and training using Keras 

deep learning framework. There are 15,980 audio pieces of training data, and each audio piece lasts 

1s, including 8196 normal audio pieces and 7784 faulty audio pieces. The data sources have been 

explained in Section 1.2 and will not be described here. The training set, verification set and test set 

were divided according to the ratio of 6:2:2.In this paper, common characteristic parameters in MFCC 

and improved GFCC audio analysis are selected to identify transformer discharge faults, and the 

training results are shown in Figure 6. 

 

 

Figure 6. Training results of different characteristic parameters 20kV discharge audio (left) 25kV 

discharge audio (right) 

 

In order to compare the performance of different classifier models, GFCC was used as the 

characteristic parameter, BP neural network and convolutional neural network were used as the 

classifier respectively for experiments. The Batchsize was 32 and the learning rate was 0.01. The 

experimental results are shown in Figure 7. 

 

 

Figure 7. Training results of different recognition models 
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It can be seen from Figure 7 that when BPNN is used as the classifier, the convergence rate of the 

algorithm is too slow. Even after 100 iterations, the model recognition rate can only reach 76%. 

However, CNN model can achieve rapid convergence, and the fault recognition rate after 

convergence is stable at more than 96.7%, which can be significantly improved compared with BPNN. 

5. Conclusion 

The sound generated by the normal operation of the transformer contains a lot of state information. 

Therefore, this paper adopts the GFCC and one-dimensional CNN model to diagnose the partial 

discharge fault of the transformer and draws the following conclusions: 

(1) Using the blind source separation method based on independent component analysis (ICA) can 

separate the unsteady noise in the collected transformer audio, such as bird song and human voice; 

The short-time steady noise such as wind and rain can be filtered out by using wavelet packet 

decomposition and Butterworth band pass filter. After noise reduction, the transformer sound can 

better highlight the normal working state of the transformer, which is convenient for subsequent deep 

learning. 

(2) In order to solve the problem of energy leakage of MFCC triangular filter, GFCC is adopted as 

the characteristic parameter in this paper. While retaining its main characteristics, it can more 

accurately describe whether partial discharge failure occurs in the transformer. 

(3) One-dimensional CNN model is used to identify transformer faults. Compared with traditional 

BPNN, the model in this paper has advantages of faster convergence speed and higher accuracy in 

partial discharge fault identification of transformer, and the fault identification accuracy can reach 

more than 95.7%. 
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