Application Research of ARIMA Model in Rainfall Prediction in Central Henan Province

Lulu Xu¹, Dexian Zhang¹, Xin Zhang¹
¹School of Information Science and Engineering, Henan University of Technology, Zhengzhou 450001, China.

Abstract

The traditional rainfall prediction model is mainly based on grey theory and neural network prediction model, with simple method and low accuracy. In order to improve the prediction accuracy of rainfall, an ARIMA rainfall prediction model based on Cramer decomposition is proposed. Taking the rainfall data from 1996 to 2016 in central Henan Province as an example of application research. Among them, the data from 1996 to 2011 were used as the modeling samples, the data from 2012 to 2016 were used as the test samples. The results show that the accuracy of the prediction based on the improved ARIMA model is higher, the prediction accuracy is more than 95%, it provides a new method for rainfall forecast, and provides disaster prevention basis for relevant departments such as agriculture and water conservancy.
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1. Introduction

Rainfall is not only an important index to measure the degree of urban drought, but also an important parameter for disaster prediction analysis such as floods. Accurate prediction of rainfall can effectively help agriculture, water conservancy and other departments to prevent potential disasters, so as to achieve the purpose of reducing the degree of disaster. Therefore, it is very important to predict rainfall and improve the accuracy of rainfall prediction.

In recent years, domestic scholars have conducted extensive research on rainfall prediction. The rainfall prediction model based on grey theory, neural network, Markova model and so on are put forward. The specific model formulas and model parameters are given in most methods, the rainfall is assumed to be a stationary time series model, however, in practice, rainfall patterns tend to be non-stationary and no linear relation can be found. Many factors affecting the change of rainfall. There is no model for predicting rainfall accurately at present. An improved ARIMA rainfall prediction model proposed in this paper. Through the analysis of rainfall data for the last 15 years and the Cramer decomposition theorem, the non-stationary rainfall data is converted into a stable data sequence. Using the stationary data sequence to establish the model and select the optimal model parameters, so as to achieve the aim of predicting the next annual rainfall.

2. Model Principle

2.1 ARIMA Model

ARIMA model is called auto-regressive integral sliding average model by Box and Jenkins in the 1970s. It's also known as the box-Jenkins model, the box-Jenkins method.

Definition 1 Set sequence
Among them, is a constant, is the white noise sequence, this model is called auto-regressive sliding average model, that is ARMA (p, q) model.

Definition 2 Set time series
\[
\{X_t\} \text{ fit } 1 - B^d X_t = W_t
\]
Among them, is a stationary and reversible ARMA (p, q) sequence, This model is called ARIMA (p, d, q) model [18].

Among them, definition 2 is the traditional ARIMA model. It combines the advantages of regression analysis and time series analysis, and it is a widely used prediction model. But ARIMA model is a variant of time series, so it is still based on the prediction of linear data in essence, but in reality, rainfall is a non-stationary random process with complexity and dynamics. Therefore, if the ARIMA model is completely used, the purpose of accurate rainfall prediction can not be achieved.

The analysis shows that, the variation trend of rainfall is non-linear, belonging to non-stationary time series, therefore, if the rainfall data can be preprocessed, transforming the non-stationary sequence into a stationary sequence, the prediction accuracy of the model can be greatly improved.

2.2 Improved ARIMA Model
It is known from the Cramer decomposition theorem, variances homogeneous non-stationary sequences can be decomposed into the following forms:
\[
X_t = u_t + \varepsilon_t = \sum_{j=0}^d \beta_j t^j + \theta(B) \varepsilon_t
\]
Among them, is zero-mean white noise sequence. The d-order difference of the white noise sequence is equivalent to the d-order derivative of the continuous variable, Therefore, the accuracy information contained in \(\{X_t\}\) can be completely extracted by d-order difference. For example, polynomial \(\sum_{j=0}^d \beta_j t^j\) can be transformed into a constant by d-order difference. The process is as follows:
\[
\nabla^d \sum_{j=0}^d \beta_j t^j = c
\]
The c is a constant. Expand first-order difference, there is:
\[
\nabla X_t = X_t - X_{t-1}
\]
Equivalent to,
\[
X_t = \nabla X_t + X_{t-1}
\]
From (4), (5), (6) we can see that the first order difference is essentially an auto-regressive process. It mainly uses \(\{X_{t-1}\}\) as an independent variable to explain the change of \(\{X_t\}\). Differential operations essentially use auto-regressive methods to extract the accuracy information.

Based on the above analysis, The structure of ARIMA prediction model based on Cramer decomposition theorem is:
\[
\left\{
\begin{align*}
\phi(B) \nabla^d X_t &= \theta(B) \varepsilon_t, \\
\mathbb{E}(\varepsilon_t) &= 0, \quad \text{Var}(\varepsilon_t) = \sigma^2, \\
\mathbb{E}(\varepsilon_t \varepsilon_s) &= 0, \quad s \neq t, \\
\mathbb{E}(x_s \varepsilon_t) &= 0, \quad \forall s < t
\end{align*}
\right.
\]
(7)

Compared to the d-order homogeneous non-stationary sequence \(\{X_t\}\), \(\nabla^d X_t\) is stationary sequences, therefore, it is suitable for the traditional ARIMA model prediction, that is:
\[
\phi(B) \nabla^d X_t = \theta(B) \varepsilon_t
\]
(8)
Among them
\[
\varphi(B) = 1 - \varphi_1 B - \varphi_2 B^2 - \cdots - \varphi_p B^p \\
\Theta(B) = 1 - \theta_1 B - \theta_2 B^2 - \cdots - \theta_q B^q
\]

Among them, \( p \) represents the auto-regressive order, \( d \) represents the difference order, \( q \) represents the moving average order. Improved ARIMA model modeling process shown in Figure 1.

![Figure 1. Improved model modeling flow chart](image)

Modeling steps:
Step 1: determine the stability of the sequence.
Step 2: if the sequence is non-stationary, stabilize the original sequence, that is, according to Cramer decomposition theorem for processing and differential computing;
Step 3: white noise test is carried out for the stationary sequence after second steps, if the test is not satisfied, the stationary non-white noise sequence is fitted, and get the model parameters;
Step 4: through step 3 to obtain the model parameters to establish an improved prediction model, and use this model to predict the rainfall in the next year;
Step 5: output rainfall forecast result.

3. Analyses

In this paper, precipitation data from 1996 to 2010 in central Henan Province were used as modeling samples; data from 2011 to 2016 were used as test model data. According to Definition 1 and Definition 2 of the relevant theory in 2.1, using EViews 8 software to build prediction model, performing a first-order difference operation on the sequence to get the result shown in Figure 2.

![Figure 2. First-order difference result graph](image)

As shown in Figure 2, after the first-order difference of the original sequence, the Prob data is far less than 0.05, so the sequence after the first-order difference is stable. From the first-order difference
results, the model range can be assumed, and the possible cases are fitted respectively, the results are shown in Figure 3.

It can be seen from the results of Figure 3 that AR(2) and MA(6) are closest to 0 in the t-test result, and the original sequence of the model undergoes first-order difference. Therefore, it can be concluded that the final model type is ARIMA(2, 1, 6) model. And from the results of Figure 3, the least squares estimation result of the model is:

$$X_t = -0.011064 + 0.008176X_{t-2} + 0.455494X_{t-6}$$

(11)

Among them, t=1996, 1997, 1998...the estimated variance of the error term is: $$\sigma = 0.086934$$

The EVIEWS 8 software is used to build the predictive model, and the model is trained using the modeling samples, and the test sample is used to predict the model. The rainfall prediction results and observations are shown in Figure 4. In order to illustrate the validity of the model, the prediction results of the rainfall prediction model based on artificial neural network are introduced for comparison. The results are shown in Figure 4 and Table 1.
Table 1. Precision comparison of model prediction results

<table>
<thead>
<tr>
<th>Model name</th>
<th>Percentage of predicted mean error</th>
</tr>
</thead>
<tbody>
<tr>
<td>Improved ARIMA (2,1,6)</td>
<td>5.046%</td>
</tr>
<tr>
<td>Neural Network</td>
<td>8.018%</td>
</tr>
</tbody>
</table>

As can be seen from Figure 4 and Table 1, the accuracy of the improved ARIMA rainfall prediction model is higher than that of the artificial neural network rainfall prediction model. The average error of the artificial neural network prediction model is 8.018%, while the improved ARIMA prediction model is only 5.046%, and the prediction accuracy is close to 95%. Moreover, the improved ARIMA prediction model predicts that rainfall trends are the same as actual observations. It can be seen that the improved ARIMA rainfall prediction model, through the Cramer decomposition theorem, first transforms the non-stationary sequence into a stationary sequence, which makes the model more reasonable to extract the regular information in the data, and the final modeling data sequence is obtained by differential operation, and the accuracy of the prediction is higher according to this sequence.

4. Conclusions

In this paper, rainfall prediction as the main body of the study, a rainfall prediction model based on improved ARIMA is constructed, taking the rainfall data from 1996 to 2010 in central Henan Province as modeling sample data and rainfall data from 2011 to 2016 as model verification data. The results show that the prediction model based on improved ARIMA has high prediction accuracy and accurate trend change. This model provides a new method for rainfall prediction, and provides new technical support for the prevention and control of water conservancy and agriculture departments.
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