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Abstract 
The state of charge (SOC) of the battery is a crucial aspect in ensuring the safe charging 
of Automated Guided Vehicles (AGVs). However, with battery aging, it becomes 
challenging for the Battery Management System (BMS) to maintain the accuracy of SOC 
data, leading to overcharging during the charging process. To address this issue, a SOC 
estimation method based on DBN-ELM for AGVs is proposed, along with the use of an 
improved dynamic simplified particle swarm optimization to overcome the issue of 
manually setting parameters in traditional DBN. Furthermore, for addressing missing 
data during the charging process, bidirectional LSSVM is utilized for data completion. 
Experimental results demonstrate that this method effectively enhances the SOC 
prediction accuracy of AGVs and holds practical significance. 
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1. Introduction 

In recent years, with the rapid development of transportation industry, the automation level of ports 
has been increasing. As a major transportation equipment in automated ports, AGVs have been 
rapidly developed and applied, and their charging safety, control, scheduling, obstacle avoidance, etc. 
have become the research hotspots [1]. The battery state of charge (SOC) is closely related to the 
charging safety of AGVs. However, with battery aging, the data in the Battery Management System 
(BMS) becomes inaccurate. Accurate prediction and estimation of SOC can effectively prevent safety 
issues such as overcharging of AGVs [2]. 

Traditional methods for studying SOC mostly focus on individual batteries or battery packs. 
Commonly used methods include ampere-hour integration, open circuit voltage, Kalman filtering, 
and neural networks [3]. Reference [4] proposes an SOC observer that predicts battery SOC using a 
differential algebraic model. Reference [5] combines ampere-hour integration and EKF for estimating 
battery SOC and uses recursive least squares to determine the model parameters. Reference [6] 
predicts SOC using particle swarm optimized BP neural networks, while reference [7] combines 
support vector machines with Bayesian optimization for predicting battery SOC. In summary, current 
SOC methods mostly rely on establishing battery models for prediction. 

However, AGV batteries consist of multiple battery packs, and the internal data of the batteries are 
confidential information for the battery manufacturers. In practical charging processes, the charging 
station cannot obtain detailed internal data of the batteries, making it difficult to establish an ideal 
mathematical model [8]. Therefore, traditional modeling methods struggle to accurately estimate the 
SOC of AGVs during charging. This paper proposes a data-driven SOC estimation method for multi-
machine learning port AGVs. By using real charging vehicle data and comparing real-time BMS data 
with predicted data, this method can effectively monitor SOC, provide important scientific basis for 
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optimizing the BMS system, and prevent battery overcharging. The advantages of this method are as 
follows: 

(1) To address the issue of algorithm accuracy affected by missing data, a bidirectional least squares 
support vector machine (LSSVM) method is used to complete the missing data. This method 
accurately completes the missing data and improves the quality of the data. 

(2) To handle complex charging data, a deep belief network (DBN) is used to extract and process 
charging data features, and an extreme learning machine (ELM) is used to predict SOC, thereby 
improving the algorithm's generalization performance and prediction accuracy. 

(3) To overcome the problem of manually setting parameters for traditional DBNs, a dynamic 
simplified particle swarm optimization (sPSO) is employed to optimize the hidden layer parameters 
of the DBN, adaptingively selecting the optimal parameters. 

The arrangement of this article is as follows: The first chapter introduces the research background 
and significance of this article; Chapter 2 introduces the two-way interpolation method of the drop 
data; the third chapter introduces the SOC estimation method based on dynamic SPSO-DBN-Artm; 
Analysis of the results; Chapter 5 summarizes the method of this article. 

2. Data Pre -processing 

2.1 Data Replacement 

During the charging process, part of the data may be lost due to network or equipment failure, and 
the use of missing data directly as training and prediction samples will increase the difficulty and 
error of the algorithm. Literature [9] proposes to repair the lack of data and abnormal data based on 
GAN -based methods; the literature [10] is distributed according to the data of the data, and combined 
with Bayesian to make up for the missing data. At present, most studies are based on unidirectional 
data. Complete and repair the loss of missing values and abnormal values. LSSVM is an algorithm 
that solves nonlinear problems that can map non -linear problems to high-dimensional [11]. This 
article uses a two-way LSSVM method to predict the value of the missing point. Compared with one 
-way data model, this method can simultaneously use all data before and after the missing point, and 
the two -way fusion of the missing point can be used. The specific operation steps are as follows: 

(1)Extract historical charging data in the database, find missing data features as the output of the 
LSSVM model, and other complete data features as the input of the LSSVM model; 

(2)To reverse the order of all positive data Xp ,sorted by time, we obtain the reversed data Xr; 

(3) Setting the parameters of LSSVM; 

(4) Input the positive and reverse data into the LSSVM model to obtain the data values Yp and Yr for 
the missing points. The regression function of LSSVM is as follows[11] : 

 

 ( )Ty x b                                  (1) 

 

In which, ω is the weight vector, φ is the mapping function,and b is the bias term. Based on the 
principle of risk minimization, it is necessary to solve the inequality problem[11]: 
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where C is the regularization parameter and e is the slack variable. 
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The radial basis kernel function is used in this paper for LSSVM, and its expression is: 
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where x  is the m-dimensional input vector of LSSVM, ix   is the center of the i -th radial basis 
function in m dimensions, and σ is the width of the kernel function. 

2.2 Data Normalization 

The input data for LSSVM and DBN-ELM used in this study is the feature data of real port AGVs, 
and the dimensions of different features are inconsistent. Therefore, it is necessary to normalize the 
data. 
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Whereas x   represents the normalized data and x  represents the data before normalization. 

3. Dynamic sPSO-DBN-ELM Prediction Model 

3.1 DBN Feature Extraction 

DBN consists of multiple layers of Restricted Boltzmann Machines (RBM) and one layer of neural 
network. N The training process of DBN is conducted layer by layer. By inputting data into the first 
RBM layer of DBN for training, the output obtained is used as the input for the second RBM layer, 
and this process is recursively conducted until the output of the last RBM layer is used as the input 
for the BP neural network. Finally, the weights are adjusted using backpropagation[13]. The basic 
structure of DBN is shown in Figure 1[13]: 

 

 
Figure 1. Traditional DBN Structure Diagram 

3.2 ELM Model 

ELM (Extreme Learning Machine) is a feedforward neural network that consists of three layers: input 
layer, hidden layer, and output layer. It is suitable for both supervised and unsupervised learning 
problems[14]. During the training process of ELM, the connection weights between the input layer 
and the hidden layer, as well as the thresholds of the hidden layer neurons, are randomly generated 
and do not require iterative operations. ELM has been widely applied to various nonlinear problems 
in fault diagnosis and prediction[15]. In this study, ELM is used as the prediction model. 
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The mathematical model of ELM is as follows[16]: 
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Where ( )g x  is the activation function, i  is the weight vector between the i -th hidden layer and 
the output layer, L  is the number of nodes in the hidden layer, W  is the input weight, b  is the bias 
value of the hidden unit, and  X  is the input sample. 

The training objective of ELM is to minimize the output error, which can be expressed as[16]: 
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where it  is the desired output, i  and iW  , and ib   are such that,Obtain[17]: 
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Formula (8) can be represented using matrices as follows[17]: 

 

 H T                                    (9) 

 

Where H   represents the output of the hidden layer nodes,   represents the output weights, and   
T  represents the desired output. The final output weights can be obtained as follows[16]: 

 

 1ˆ= ( )T TH T H H H T                             (10) 

 

Where H   is the output matrix and H is the Moore-Penrose pseudoinverse of H  . 

3.3 Data Replacement 

 
Figure 2. Structure Diagram of DBN-ELM 

 

Due to the complexity of charging data, directly using it as input for ELM will affect the prediction 
accuracy of the algorithm. Therefore, this paper proposes an optimized prediction model called DBN-
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ELM. DBN consists of multiple RBMs and can process data to obtain the most representative data 
features [18]. Thus, this paper uses the output of the last layer of DBN as input for ELM. This method 
not only has the superior ability of DBN to automatically extract data features but also has the fast 
learning and generalization abilities of ELM. The structure diagram is shown in Figure 2. 

Usually, the number of nodes in each hidden layer of DBN needs to be manually tuned, which often 
makes it difficult to select the optimal parameters. PSO is a classical parameter optimization 
algorithm that has been widely used in combination with various algorithms due to its simplicity and 
efficiency [21]. In literature [19], a method of dynamic inertia weight and learning factor was 
proposed to improve the traditional particle swarm optimization. Literature [20] presented a 
simplified particle swarm algorithm and proved its velocity term and final convergence results. 
However, this algorithm still has many limitations, such as premature convergence of particles. Based 
on this, this paper proposes a dynamic simplified particle swarm optimization method to improve the 
parameters of ELM. The dynamic sPSO update formula is as follows: 
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Where  1k
ix
  represents the current position of the i -th particle at time 1k    , ip  and gp  

represent individual best and swarm best, respectively. 1c  and 2c  are learning factors, 1r  and 2r   

are random numbers between 0 and 1.     is the dynamic inertia weight, f  represents the fitness 

value of the current particle, and avgf   is the average fitness value of the population. 

The flowchart of the dynamic sPSO-DBN-ELM algorithm is shown in Figure 3, and the specific steps 
are as follows: 

Step 1: Firstly, select charging data from the database. In order to improve the accuracy of prediction, 
this study chooses charging data with SOC changes exceeding 60%, as this provides a wider range of 
SOC data variations. 

Step 2: Initialize parameters for sPSO, DBN, and ELM. This includes learning factors for particle 
swarm optimization, maximum iteration times, inertia weight, number of hidden nodes in DBN, 
learning rate, etc. 

Step 3: Calculate the Mean Absolute Error (MAE) as the fitness value for each particle, and update 
the adaptive inertia weight and particle positions based on their fitness values. The particle positions 
represent the parameters of the hidden layers in DBN. 

Step 4: Update the fitness values of particles and determine the individual best and global best based 
on the new fitness values. 

Step 5: Check if the maximum iteration times have been reached. If not, continue iterating; if the 
maximum iteration times have been reached, output the optimal ELM parameter values. Use these 
optimal values as the parameters for the ELM prediction model. 
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Figure 3. Flowchart of Dynamic sPSO-DBN-ELM 

4. Experimental Analysis 

The data used in this study was obtained from a charging operation department in a port in Shanghai. 
The algorithms were implemented in Matlab 2019b. A total of 5089 data points were used, with 5069 
for training and 30 for prediction. To validate the proposed algorithm, various models were compared 
in this study. The following parameter settings were used: population size of the particle swarm 
optimization (PSO) was set to 20, c1=c2=2, inertia weight ranged from 0.6 to 0.95, ELM had 40 
hidden neurons, and the restricted Boltzmann machines (RBMs) in the deep belief network (DBN) 
were iterated 100 times. The evaluation metrics used in this study included mean absolute percentage 
error (MAPE ), root mean square error (RMSE ), and correlation coefficient (R ). 
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In the equation, σ represents the standard deviation, cov represents the covariance, and n represents 
the number of data points. 

To highlight the feasibility of the proposed algorithm, multiple algorithms were compared and the 
results are shown in Figure 4: 
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(a) Port AGV SOC prediction chart based on ELM. 

 

(b) Port AGV SOC prediction chart based on DBN 

 

(C) Port AGV SOC prediction chart based on DBN-ELM. 

 

(d) Port AGV SOC prediction chart based on PSO-DBN-ELM. 

 

(e) Port AGV SOC prediction chart based on sPSO-DBN-ELM. 

Figure 4. Comparison of prediction of each model 
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Table 1. Three Scheme comparing 

algorithm RMSE MAPE(%) r T(s) 

ElM 0.15 0.15 0.55 0.17 

DBN 0.10 23.67 0.83 6.21 

DBN-ELM 

PSO-DBN-ELM 

sPSO-DBN-ELM 

0.07 

0.06 

0.04 

19.61 

10.50 

9.66 

0.92 

0.95 

0.97 

0.39 

109.36 

106.33 

 

The predicted results of each model are shown in Figure 4. Figure 4(a) represents the SOC prediction 
based on ELM, Figure 4(b) shows the SOC prediction based on DBN, Figure 4(c) displays the SOC 
prediction based on DBN-ELM, Figure 4(d) illustrates the SOC prediction based on PSO-DBN-ELM, 
and Figure 4(e) demonstrates the SOC prediction based on sPSO-DBN-ELM. It can be observed that 
ELM, DBN, and DBN-ELM all exhibit data points with significantly large AE errors. After particle 
swarm optimization (PSO), the DBN-ELM model effectively reduces the AE error. The error 
comparison and time consumption analysis for each model are presented in Table 1. ELM has the 
shortest processing time but with relatively large errors, reaching a MAPE error of 41.75%. 
Traditional DBN requires more time compared to ELM but offers improved accuracy. The enhanced 
DBN-ELM algorithm not only enhances prediction accuracy but also inherits the advantages of ELM 
in terms of speed and reduced processing time. Among all methods, the proposed approach 
demonstrates the highest accuracy, reducing the MAPE error by 31.79% and 13.71% compared to 
traditional ELM and DBN methods, respectively. The sPSO-DBN-ELM method reduces the MAPE 
error by 0.54% and RMSE by 0.02 compared to the traditional PSO-DBN-ELM method, while also 
reducing the processing time by 3.03 seconds. As PSO is an optimization algorithm, it increases the 
training time of the algorithm, primarily reflected in offline data training, while it does not affect the 
prediction time for online data, which remains consistent with DBN-ELM. In summary, the proposed 
improved algorithm not only exhibits very high prediction accuracy for online SOC estimation of 
new AGVs, but also ensures efficient algorithm operation speed. 

5. Conclusion 

A dynamic sPSO-DBN-ELM method for estimating the State of Charge (SOC) of AGVs in ports 
affected by battery aging is proposed in this study. This method combines the Deep Belief Network 
(DBN) with the Extreme Learning Machine (ELM), offering both a high learning rate and a high 
prediction accuracy. Additionally, a dynamic version of the Particle Swarm Optimization (sPSO) is 
employed to automatically optimize the parameters of the DBN's hidden layers, thereby avoiding the 
accuracy degradation caused by manual parameter setting. In contrast to traditional experimental 
simulations for SOC estimation, this paper adopts a data-driven approach that provides more realistic 
reference and engineering significance. 
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