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Abstract 
Firstly, the bridge monitoring data is preprocessed, and then the correlation coefficient 
between deflection and temperature is obtained by Pearson correlation coefficient, 
indicating that there is a strong correlation between temperature and deflection. In 
machine learning, random forest has certain randomness, which can avoid overfitting, 
and has improved generalization ability than a single tree model. XGBoost uses Boost 
learning theory to strengthen weak links in learning, which is beneficial to better 
learning on large-scale complex data sets, and the effect is more obvious. Therefore, this 
paper proposes a fusion model of random forest and XGBoost to predict bridge 
monitoring data, and introduces temperature correlation as training data to input into 
the fusion model to improve prediction accuracy. 
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1. Introduction 

Weather changes, environmental erosion, natural disasters and increasing traffic loads will constantly 
change the performance of Bridges, and even lead to the degradation of Bridges in long-term use [1]. 
The application of bridge health monitoring has been recognized as an attractive tool that can improve 
bridge health and safety and provide early warning of structural damage [2-4]. A typical BHM system 
typically provides a variety of useful real-time information, such as temperature, cracks, deflection, 
and strain. These information can be used to judge the health of the bridge according to the 
corresponding diagnostic methods. Therefore, bridge health monitoring and safety assessment are the 
inevitable requirements for the sustainable development of bridge engineering. 

The detection efficiency of sensors installed in bridge construction gradually decreases during long-
term operation, which affects the reliability of monitoring data. In addition, poor environmental 
conditions also have a serious impact on the quality of data collected [2]. In addition, the types of 
data collected are different and the amount of data is huge. Therefore, the difficulty in the current 
research and application of bridge health monitoring system is often not the collection of monitoring 
data, but how to extract useful information from the long-term accumulation of massive data [5]. 

Machine learning is an effective method to predict bridge monitoring data. Linear regression, support 
vector machine, neural network and so on have been used to predict bridge monitoring data. In 
literature [6], support vector machine and particle swarm optimization were combined to predict the 
bridge earthquake damage. XGBoost model in literature [7] was used to predict the travel time of 
expressway using the data of detecting vehicles, and XGBoost model had considerable advantages in 
forecasting accuracy and efficiency. Literature [8] uses BP neural network algorithm to create a long-
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span bridge structural response prediction model. Literature [9] proposes a bridge prediction data 
analysis method based on LSTM neural network. The results show that compared with traditional BP 
neural network, LSTM model has a higher performance. 

2. Data Set Description and Modeling Techniques 

2.1 Data Set Specification 

The monitoring object is the bridge of Beijing Bailiwei Logistics Park. The bridge logistics park 
consists of 4-lane road surface and unloading platform. The main structure of the bridge logistics park 
is beam and plate structure, with a length of about 527m and a width of 16m. Due to the large increase 
of large tonnage logistics transport vehicles with the increase of business volume, it is easy to cause 
the bearing capacity of bridge pavement is too large, which greatly increases the load of bridge 
pavement, resulting in abnormal deformation of bridge, resulting in concrete cracks, spalling and 
other phenomena. The main monitoring items of the system include: bridge structural stress and strain, 
vibration characteristics, bridge deflection, structural temperature, and environmental monitoring. 
The main hardware of the monitoring system is shown in Table 1. In bridge structures, the 
characteristics of beam deflection (according to which the bridge can make a timely response to the 
state of the bridge under the combined action of load and external environment, because it is not easy 
to produce noise and is sensitive to structural damage) can truly reflect the health of the bridge. 
Therefore, we used a random forest and XGBoost fusion model based on temperature correlation to 
predict deflection data in bridge health monitoring. 

 

Table 1. Summary of main hardware of monitoring system 

Monitored 
Parameters 

Device Name Quantity Layout instructions 
Equipment 
picture 

structural stress/strain 
Vibrating wire 
extensometer 

23 
Middle beam bottom of monitored 
beam span 

 

Deflection/Settlement 
Hydrostatic 
leveling 

16 
The monitored beam is measured in 
the middle span 

 

Humiture 
Temperature and 
humidity sensor 

1 Midspan side of monitored beam 

 

vibration accelerated speed 4 Midspan side of monitored beam 

 

Data collection 

Multi-function 
data acquisition 
instrument 

3 Two 1# cabinets and one 2# cabinet 

 

Industry cabinet 

 
2 

Cabinet 1# is placed on the inside of 
the column where axis 5-2 intersects 
with axis J, and cabinet 2# is placed 
on the inside of the column where 
axis 6-3 intersects with axis H 
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2.2 Data Pre-processing 

Due to the massive bridge monitoring data affected by environmental temperature, system error, 
bridge load and other factors, it will produce complex interference. Therefore, in the face of massive 
data, preliminary processing is required. The commonly used methods are to correct abrupt values 
and delete outliers. These methods are used to reduce the errors generated in the analysis process, and 
try to make the collected signal the same as the real signal to the greatest extent, so as to prevent 
excessive noise signals in the collected signal from being able to truly express the bridge structure 
[14]. The analysis error of the final result is too large. 

Tens of thousands of data of temperature, vertical displacement, strain and crack of an interconnecting 
prestressed continuous bridge were collected from 0:00 on January 1, 2023 to 23:00 on June 8, 2023. 
In this paper, temperature and vertical displacement were taken as an example and processed as 
follows: 

1) When the monitoring value has abnormal value or abrupt value, the abnormal value is deleted and 
the abrupt value is corrected. 

2) When there is missing data, the missing value is processed by means of mean insertion, Lagrange 
interpolation, time series interpolation and neural network interpolation. 

After the outliers are processed, the data is aggregated. The original data is recorded in minutes, for 
example, 2023/2/8 20:19:00. There are 60 records per hour, for example, 2023/2/8 21:00:00 to 
2023/2/8 21:59:00. The time data is segmted to extract "year-month-day-hour", such as "2023-2-8-
21", and then the data is aggregated by hour to obtain 24 records in a day, such as "23-2-8-00" to "23-
2-8-23", as shown in the figure. This research focuses on the analysis and modeling of hour-level 
data. Some of the data are shown in Table 1. 

 

Table 2. Partially preprocessed data 

Time Mean Value Minimum Value Maximum Value 

2023-01-01-21 

2023-01-01-22 

2023-01-01-23 

2023-01-02-00 

2023-01-02-01 

2023-01-02-02 

2023-01-02-03 

2023-01-02-04 

2023-01-02-05 

2023-01-02-06 

2023-01-02-07 

2023-01-02-08 

2023-01-02-09 

2023-01-02-10 

2023-01-02-11 

2023-01-02-12 

2023-01-02-13 

2023-01-02-14 

2023-01-02-15 

2023-01-02-16 

2023-01-02-17 

-1.2874385 

-1.277507667 

-1.247061333 

-1.252282667 

-1.250803667 

-1.222922667 

-1.2312455 

-1.163424167 

-1.162798667 

-1.172277667 

-1.191281667 

-1.165232667 

-1.164970167 

-1.186745333 

-1.226236167 

-1.2696645 

-1.321911667 

-1.3572055 

-1.3510245 

-1.326253333 

-1.295575833 

-1.28015 

-1.25761 

-1.23543 

-1.24742 

-1.22591 

-1.211 

-1.21686 

-1.13533 

-1.14336 

-1.15878 

-1.17433 

-1.15953 

-1.15453 

-1.17198 

-1.19928 

-1.24733 

-1.28571 

-1.34926 

-1.33818 

-1.30405 

-1.2812 

-1.29295 

-1.28674 

-1.26227 

-1.25874 

-1.25911 

-1.23267 

-1.23572 

-1.21809 

-1.17799 

-1.18784 

-1.2003 

-1.18068 

-1.17683 

-1.20015 

-1.24927 

-1.28787 

-1.35509 

-1.36713 

-1.35797 

-1.34113 

-1.30841 
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As can be seen from the above table, the average value, minimum value and maximum value of 
deflection were obtained after data processing, and the average value was taken as data verification, 
and a total of 3647 sets of data were obtained. 

2.3 Correlation Analysis based on Pearson Coefficient 

In a bridge health monitoring system, there is a certain relationship between different monitoring data, 
for example, when the temperature changes, the strain, deflection and cracks will change because of 
the temperature difference. The Pearson correlation coefficient is a statistical measure used to 
measure the degree of linear correlation between two continuous variables. Its value ranges from -1 
to 1, indicating the strength and direction of the variables, and the greater the absolute value, the 
stronger the correlation. Pearson correlation coefficient is calculated as follows: 

 

 𝛾 , =
∑ ∑ ∑ ∑

∑ (∑ ) ∑ (∑ )

                (1) 

 

Where: Data samples of two types of bridge monitoring indicators; Indicates the sample data quantity. 

In this paper, the deflection is taken as an example. Through correlation analysis, it is obtained that 
the Pearson correlation coefficient between temperature and deflection is -0.89, as shown in Figure 
1. It can be seen that there is a strong negative correlation between temperature and deflection. 

 

 
Figure 1. Plot of Pearson's correlation coefficient between temperature and deflection 

2.4 Prediction based on Random Forest Regression 

As a relatively new machine learning algorithm, one of the advantages of random forest is that it 
reduces the amount of computation. By classifying or regression the data by repeatedly dichotomizing, 
compared with the classical neural network machine learning model, the classical algorithm has high 
prediction accuracy but large amount of computation, while the random forest algorithm takes less 
time to run the program calculation. The random forest algorithm originated from the classification 
tree algorithm. In the subsequent development of the algorithm, multiple classification trees were 
gradually combined to form a random forest, the data of various variables were randomized, 
converted into many classification decision trees for processing, and finally the results were 
summarized [15]. In the case of this random application, a forest is established, and the classification 
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decision trees in the random forest have no direct correlation with each other. After the random forest 
is generated, when new data samples enter the forest, each classification decision tree will judge and 
select these new data samples to determine the categories that these data samples belong to 
respectively. The decision difference between classification decision trees, their own decision 
classification ability and the macro correlation between each tree are set up. Pass calculate and 
classify each data node in a random way, compare the classification errors, and then divide the 
categories to make classification or prediction. The overall process is to use multiple classification 
decision trees in the forest to train data samples, and then make prediction or classification [16]. The 
training process of using random forest algorithm for prediction is as follows. 

1) Input the data sample, divide the data into training set 𝑆 , test set 𝑇 , and select the feature 
dimension 𝐹 . Start to determine the random forest parameters, including the number of initial 
classification trees 𝑡, the number of features 𝑓 of each node, the minimum data sample 𝑠 of each 
node and the minimum value limit of information gain 𝑚. 

2) The training set 𝑆 of data samples is randomly extracted and replaced. After randomization to 
𝑆(𝑖), it is used as the sample of tree root nodes of classification decision making in the forest, and the 
algorithm will start training from the root node. 

3) Determine the information gain of the current node data sample. If the training has reached the 
termination condition at this time, this node is defined as a leaf node, and the predicted output of the 
leaf node is taken as the average value of each sample in the current node data sample, and then the 
decision training of other nodes is continued. If the algorithm training does not reach the termination 
condition at this time, the feature dimension 𝐹 of the data set is randomized by the same method to 
form 𝑓-dimensional features. According to these features, the data is classified and searched to find 
the best-matched one-dimensional feature 𝑘  and its threshold 𝑡 , bounded by the threshold 𝑡 . 
Determine whether it belongs to the left (< 𝑡 ) or the right (≥ 𝑡 ) until h reaches the leaf node that 
no longer splits, and output the predicted value [17]. 

4) Repeat the algorithm process to ensure that all nodes have made decision judgments or are recorded 
as leaf nodes. 

5) Repeat all algorithm training steps until every classification decision tree in the forest has been 
trained and output the predicted value. 

2.5 Predictions based on the XGBoost Model 

XGBoost is an acronym for "Extreme gradient boosting" proposed by Chen and Guestrin [18].The 
XGBoost algorithm is an effective machine learning method for classification, regression and 
prediction. The algorithm utilizes multiple decision trees generated by the Classification Regression 
Tree (CART) algorithm for sequential training, and the sum of the results from each tree is used as 
the final prediction. Due to the Gini branching property of the CART algorithm, the algorithm 
branches by selecting the best features and is therefore suitable for research subjects where the input 
features are coupled.The XGBoost algorithm also improves the efficiency of the operation by 
parallelizing the selection of features for each tree. The samples are randomly sampled to prevent 
overfitting of the model to some extent.The principle of GBDT algorithm is to train a tree on a training 
set and sample labels, and then use this tree to predict the training set to get the predicted value of 
each sample, subtract the predicted value of the samples from the labels to get the residuals, and then 
fit the residuals of each sample when training the second tree. The residuals for each sample are 
obtained after training, and then the nth tree is trained analogously.XGBoost is more efficient than 
the GBDT algorithm and achieves integrated learning of multiple CART sub-modules through 
gradient boosting [18,19].The XGBoost algorithm performs a second-order Taylor expansion of the 
loss function and adds a regularization term to the function. As a result, the variance of the model is 
reduced, leading to more efficient optimal solutions and avoiding overfitting.The loss function of the 
XGBoost algorithm is defined as: 

 



International Core Journal of Engineering Volume 10 Issue 1, 2024
ISSN: 2414-1895 DOI: 10.6919/ICJE.202401_10(1).0034

 

232 

 𝐿( ) = ∑ 𝑙 α , β ( ) + 𝑓 (𝑥 ) + Ω (𝑓 )               (2) 

 

 Ω(𝑓 ) = γT + λ∑ ω                       (3) 

 

where𝑙 α , β ( ) + 𝑓 (𝑥 )  is the number of samples from the𝑖 The residuals of the predictions 
from the first sample to thet the predicted residuals of the second iteration, and𝑥  is the predicted 
residual from the first𝑖 sample, andΩ(𝑓 ) is the regular term, andω  is the fraction of leaf nodes, 
andT is the number of leaf nodes, andγ is the coefficient, andλ is the coefficient of the sum of all 
leaf nodes'L  coefficients of the sum of regularization weights of the regular term. The GBDT 
algorithm is used when the regularization term is 0. The second order Taylor expansion of the loss 
function of the XGBoost algorithm is as follows: 

 

 𝐿( ) = ∑ 𝑙 α , β ( )+𝑔 𝑓 (𝑥 ) + ℎ 𝑓 (𝑥 ) + Ω(𝑓 )      (4) 

 

whereg  is the first order derivative term of the loss function, andℎ  is the second order derivative 
term of the loss function. 

2.6 Evaluation Indicators 

In order to accurately judge the prediction effect of the model, this paper adopts Root Mean Square 
Error (RMSE), Mean Absolute Error (MAE) and Decidability CoefficientR  as the evaluation 
criteria for the prediction accuracy of the algorithm, and the formulas are shown below: 

 

 

 𝑀𝐴𝐸 = ∑ |𝑥 − 𝑦 |                   (5) 

 

 𝑅𝑀𝑆𝐸 = ∑ (𝑥 − 𝑦 )                  (6) 

 

 𝑅 = 1 −
∑ ( )

∑ ( )
                     (7) 

 

where:𝑥  is the actual structural displacement monitoring value;𝑦  is the displacement prediction 
value;𝑧  is the average of the true values;𝑁 is the number of samples;𝑀𝐴𝐸 and𝑅𝑀𝑆𝐸 indicates the 
overall reliability of the predicted data, the smaller the index indicates the smaller the prediction error, 
the more reliable the predicted results;𝑅  Indicates the degree of fit between the predicted value and 
the actual value, between 0 and 1, the closer to 1, the better the prediction effect, the better the fit 
between the actual value and the predicted value, that is, the better the prediction performance. 

3. Data Modeling and Validation Analysis 

3.1 Random Forest, XGBoost Do Comparative Tests 

Sampling deflection monitoring data, respectively, using random forest and XGBoost 2 kinds of 
models for prediction, sampling base (root) environment of jupyter for model building, set up random 
forest regression tree 100, and compare the prediction accuracy of the curves generated by the 2 
methods of modeling, fitting performance by𝑀𝐴𝐸  , ,𝑅𝑀𝑆𝐸  , and𝑅  was evaluated, and the 
prediction results are shown in Fig. 2 and Fig. 3. 
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Figure 2. Random forest prediction results 

 

 
Figure 3. XGBoost prediction results 

3.2 Prediction based on Random Forest and XGBoost Fusion Models 

In machine learning, Random Forest has a certain degree of randomness, which can avoid overfitting, 
and there is an improvement in the generalization ability over the tree model alone, and XGBoost 
uses the Boost learning theory to strengthen the learning of weak links, which is conducive to doing 
better learning of large-scale complex datasets, and the effect is more obvious. Therefore, combining 
the two models, the prediction results are shown in Figure 4. 

 

 
Figure 4. Fusion model prediction results 
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The prediction errors of the three models, Random Forest, XGBoost and fusion model, are shown in 
Table 3, from which the prediction accuracies of the two models, Random Forest and XGBoost, can 
be seen 

 

Table 3. Comparison of prediction errors of random forest, XGBoost and fusion models 

mould 𝑀𝐴𝐸 𝑅𝑀𝑆𝐸 𝑅  

random forest 

XGBoost 

fusion model 

0.0705 

0.0798 

0.0646 

0.0933 

0.0977 

0.0732 

0.9113 

0.9064 

0.9403 

 

From the table,it can be seen that𝑀𝐴𝐸,the𝑅𝑀𝑆𝐸 and𝑅  all outperform the models predicted by 
Random Forest and XGBoost alone with higher prediction accuracy. 

3.3 Random Forest and XGBoost Fusion Model Prediction based on Temperature Correlation 

Based on the inference of temperature correlation, the fusion temperature factor is used as training 
data and input into the fusion model model of Random Forest and XGBoost based on temperature 
correlation, and the accuracy of the fusion model without considering temperature correlation is 
compared, and the prediction results are shown in Figure 5. 

 

 
Figure 5. Temperature correlation prediction results 

 

The prediction errors are shown in Table 4,from which it can be seen that the𝑀𝐴𝐸 and𝑅𝑀𝑆𝐸 have 
been reduced by 22.13% and 6.3%, respectively, and𝑅  improved by 3.1%. Therefore, the incoming 
temperature correlation is feasible as a prediction scheme for multi-source data and has better results. 

 

Table 4. Comparison of two kinds of fusion prediction error 

mould 𝑀𝐴𝐸 𝑅𝑀𝑆𝐸 𝑅  

Temperature dependence not taken into account 

Consider temperature dependence 

0.0646 

0.0503 
0.0732 

0.0686 
0.9403 

0.9695 
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4. Conclusion 

In this paper, based on the bridge deflection and temperature monitoring data, firstly, the monitoring 
program of this project and the data sources are introduced, the correlation between temperature and 
bridge deflection is analyzed using Pearson correlation coefficient, then the prediction based on 
Random Forest and XGBoost model is established, and then the two models are fused for prediction, 
and finally the fusion prediction model based on the correlation between the temperature is 
established in order toMAE , theRMSE andR  as evaluation indexes, which proved the accuracy and 
effectiveness of the established prediction model. 

The findings of the study include the following: 

(1) In this paper, taking deflection as an example, the Pearson correlation coefficient between 
temperature and deflection is obtained as -0.89 through correlation analysis, which indicates a strong 
negative correlation between temperature and deflection. 

2) Establishing data prediction based on Random Forest and XGBoost models, both of which have 
high prediction accuracy and comparable prediction performance. 

3) Establishing a fusion model data prediction based on Random Forest and XGBoost, comparing the 
fusion model with Random Forest and XGBoost.MAE , theRMSE andR  are all better than the 
models predicted by Random Forest and XGBoost alone, with higher prediction accuracy. 

4) Establishing a fusion model bridge monitoring data prediction based on temperature correlation 
and comparing it with a fusion model that does not take into account temperature correlation, theMAE 
andRMSE  decreased by 22.13% and 6.3%, respectively, andR  An improvement of 3.1% was 
achieved. 

Since the temperature change has a large impact on the changes of each part of the bridge, it is feasible 
to introduce the temperature correlation as a multi-source data prediction scheme and has better 
results, which provides a strong guarantee for the bridge monitoring data, and is of great significance 
for the bridge health monitoring and real-time early warning. 
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